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1 Introduction

The ongoing miniaturization of charge-based computing devices in accordance with Moore’s law leads to an excessive heat generation in such devices due to the high switching currents. A possible solution of these problems are spintronic devices which are not only charge-based but also use the spin degree of freedom of electrons to encode digital bit information \[1\]. The advantages of these new components would be nonvolatility, increased data processing speed, decreased electric power consumption, and increased integration densities compared with conventional semiconductor devices \[2\]. One example for such spintronic component is a magnetic tunnel junction (MTJ) \[3-6\] which primarily consists of two ferro(i)magnetic conducting electrodes, which are separated by a non-magnetic insulating tunnel barrier as illustrated in Fig. 1.1. The tunnel probability through this barrier depends strongly on the relative alignment of the magnetization in the magnetic films. If the magnetization in these two films is parallel to each other, there is a high tunneling current for positive tunnel magnetoresistance (TMR) \[7\], while there is a low tunneling current if the magnetization is antiparallel to each other. Since the magnetization is correlated with the spin orientation of the electrons, the different tunneling probabilities can be explained by the spin preservation during the tunneling process between the electrodes \[8\].

In case both ferro(i)magnetic films are comprised of the same material, it is essential to modify the coercive field of one of the films. One way of doing this is to deposit one of the ferro(i)magnetic films on an antiferromagnetic film. The exchange coupling between the ferro(i)magnetic and the antiferromagnetic film induces an exchange bias which shifts the switching field of the ferro(i)magnetic film. Thus, both ferro(i)magnetic films have two different switching fields and the magnetization of the films can be manipulated separately and hence an alternation of the alignment of the magnetization between parallel and antiparallel is possible.

Especially, magnetite is a promising electrode material in MTJs due its half-metallic \[9,10\] character and a predicted 100% spin polarization \[10\] at the Fermi level. An ideal substrate...
to grow thin magnetite films with high crystalline quality is magnesium oxide because of the small lattice mismatch of only 0.3 %. In addition, the insulating non-ferromagnetic magnesium oxide can be used as tunnel barrier in a MTJ \cite{11}.

Prior studies of the group ’Thin films and interfaces’ focused on enhancing the growth and the structural quality of single iron oxide films on magnesium oxide \cite{12-14}. Since the magnetic properties are crucial for spintronic applications, in this thesis the influence of the structure of iron oxides on the magnetic properties has been investigated. Therefore, iron oxide films with different thicknesses grown on iron and NiO interlayers have been prepared to vary the structural properties. Subsequently, the structural and magnetic properties of magnetite have been analyzed.

This cumulative thesis comprises three studies which are published in different scientific journals and one study which will be published soon. The magnetic anisotropy of magnetite thin films related to strain and stoichiometry is presented in Chap. 5. The structure and morphology of epitaxially grown Fe$_3$O$_4$/NiO bilayers on magnesium oxide are investigated in Chap. 6. In Chap. 7 the results of the modification of the magnetic properties of magnetite films grown on iron pre-covered magnesium oxide are shown. The last study in Chap. 8 discusses the magnetic properties of an partially oxidized iron system on magnesium oxide.
2 Theoretical background

2.1 Crystals and epitaxy of crystalline thin films

Since the structure of epitaxial thin films is one of the main topics in this thesis, a briefly survey about the structural properties of single crystals and crystalline thin films is given. A detailed description can be found in Refs. [15–17].

2.1.1 Single crystals

A crystal is a solid whose components are periodically arranged in all three spatial directions forming a uniform homogeneous crystal lattice. Due to the periodicity only a repeating basic arrangement of atoms, the unit cell, has to be considered to describe the whole crystal.

The positions of the atoms in the unit cell and the three linear independent translation vectors $a$, $b$, and $c$ describe the crystal structure by giving the spatial repetition of the unit cell. These vectors are also called lattice vectors since they define the shape and spacing of the crystal lattice. The position $r_{\text{atom}}$ of any atom in the crystal can be calculated by the sum of its position $r_j$ in the unit cell and a linear combination $r_n$ of the three lattice vectors

$$r_{\text{atom}} = r_j + r_n = r_j + u \cdot a + v \cdot b + w \cdot c .$$ (2.1)

Here, $u$, $v$, and $w$ are integer numbers. An example of the positioning of an atom in a two dimensional crystal is shown in Fig. 2.1. Instead of using the lattice vectors the unit cell can be described by the length of the lattice vectors $a$, $b$, and $c$ and the angles $\alpha$, $\beta$, and $\gamma$ between them.

Crystal symmetries are important to distinguish between different types of crystals. By considering symmetry axes and inversion operations Bravais has shown that there are only 14 types of crystal lattices [18]. The so-called Bravais lattices can be designated to seven crystal systems (cubic, tetragonal, rhombohedral, orthorhombic, hexagonal, monoclinic and triclinic). These crystal systems are explicitly described in literature [19].

Lattice planes

A crystal has different lattice planes which can be indexed by the three Miller indices $h$, $k$, $l$, which are integer values. The Miller indices indicate that the lattice planes intercept the three crystallographic axes defined by the lattice vectors at $a/h$, $b/k$, and $c/l$. If any of the three values is not an integer, all values are multiplied by the smallest common integer multiple (e.g. $\frac{1}{2} \frac{1}{3} \frac{1}{2}$) becomes $(212)$. Negative values are usually not preceded by a minus sign but by a bar above the value (e.g. -3 becomes 3).
Fig. 2.1: Example of a two dimensional crystal. The position $r_{\text{atom}}$ of each atom in the crystal can be simply calculated by summing up the position vector $r_n$ of the unit cell and the position vector $r_j$ of the atom within the unit cell.

Fig. 2.2: Diagram of the three different possible growth modes: (a) layer-by-layer, (b) island, and (c) layer-plus-island growth.

2.1.2 Epitaxial films

If an overlayer grown on a single crystalline substrate is a crystallographically oriented single crystal it is called epitaxial film. The epitaxial film growth can occur in three different growth modes [17] (cf. Fig. 2.2) described in the following:

- **Layer-by-layer (or Frank-van der Merve) growth:**
  In the case of layer-by-layer growth the bond of the adatoms to the substrate surface is stronger than to other adatoms. Thus, the first atomic layer is completed before a new layer grows on top. If is no critical film thickness the growth mode does not change.

- **Island (or Vollmer-Weber) growth:**
  If the bonds between the adatoms are stronger than between adatoms and the substrate surface, three dimensional islands are formed on the substrate.

- **Layer-plus-island (or Stranski-Krastanov) growth:**
  The layer-plus-island growth is a combination of an initial layer-by-layer growth and an
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subsequent island growth. The critical thickness of the initial atomically flat layer at which the growth mode changes depends on different influences like growth temperature and lattice strain.

Lattice mismatch and relaxation

Usually the lattice constants of the crystalline materials to be grown are not equal to the lattice constant of the substrate. This leads to a lattice mismatch between the grown film and the substrate. Thus, strain effects are induced which are of special interest in thin film epitaxy. Many properties of the grown film like the magnetic anisotropy are influenced by these strain effects. Assuming similar crystal structures the lattice mismatch can be calculated with

\[ \epsilon = \frac{a_{\text{film}} - a_{\text{substrate}}}{a_{\text{substrate}}} \]  \hspace{1cm} (2.2)

using the lattice constants \( a_{\text{film}} \) and \( a_{\text{substrate}} \) of the film and the substrate, respectively. The lattice mismatch is usually not the same in different crystallographic directions. In Fig. 2.3 two relaxation processes are presented which can occur to compensate the lattice mismatch.

In the case of pseudomorphic growth the lattice of the film is stretched or compressed to adjust the lateral lattice constant of the substrate (cf. Fig. 2.3(b)). Due to the energy minimization the vertical lattice constant of the film is expanded for in-plane compression and compressed for in-plane expansion. The relation between lateral and vertical strain can be determined for tetragonally distorted films \[20\] with

\[ \frac{\Delta c}{c} = \frac{2\nu}{\nu - 1} \frac{\Delta a}{a} \]  \hspace{1cm} (2.3)
Here, $\Delta a$ and $\Delta c$ are the deviation from the unstrained lateral and vertical lattice constant $a$ and $c$, respectively. For each specific material the Poisson ratio $\nu$ can be calculated from the elastic constants given in literature [21–23]. The pseudomorphic growth is common in systems where the lattice mismatch is relative small.

The formation of misfit dislocation in the film is another possibility to compensate the lattice mismatch. This process is typical for systems with a large lattice mismatch (cf. Fig. 2.3(a)). In both cases the film relaxes with increasing film thickness towards the bulk properties.

**Molecular beam epitaxy**

Almost every film presented in this thesis was prepared using molecular beam epitaxy (MBE). It is one of the most common techniques to grow epitaxial thin films. An atomic or molecular beam is directed on the substrate surface. MBE normally has to be performed in a high vacuum (HV) or ultra high vacuum (UHV) chamber due to the insufficient free mean path of such atomic or particle beams under ambient conditions. In order to generate a molecular beam the source material is heated until it starts to evaporate or sublimate (depending on the used material). The heating is usually achieved by electron beam bombardment. Therefore, high voltage of $\approx 1000$ V is applied to the source material which is, e.g., placed in a crucible. The electron source is an electrical filament which emits electrons. They are accelerated by the high voltage towards the source material. The source material or crucible is heated by absorbing the kinetic energy of the hitting electrons. Many metals like iron can be usually evaporated by applying the high voltage directly to a metal rod, while for silicon or gold a crucible is needed since the sublimation temperature is higher than the melting temperature at the given pressure.

Metal oxides films can be grown more simply by evaporating the pure metal in a low oxygen atmosphere instead of the corresponding metal oxide, since the required evaporation temperature is usually much lower. The oxidation state of the oxide phase can be adjusted by changing the oxygen partial pressure during the growth process. The evaporation of a source in an oxygen atmosphere is called reactive molecular beam epitaxy [12–14, 24–26] (RMBE). It is called plasma assisted MBE if oxygen plasma is used instead of oxygen gas [27]. It is also possible to use other reactive oxygen containing gases as oxygen source like NO$_2$ [28]. There are other common techniques to grow epitaxial films which are pulsed laser deposition [29] (PLD) and sputter deposition [30, 31]. During the PLD the source material is evaporated by an intense pulsed laser beam, while during the sputter deposition the atoms of the source material are ejected by ion bombardment (sputtering).
2.2 X-ray scattering

In order to determine the structure of the prepared samples X-ray scattering techniques are used which are important tools for the material science. The scattered intensity of an X-ray beam which is hitting a sample can be detected as function of incidence angle and scattered angle, polarization, and wavelength.

The main part of the X-rays are scattered at electrons instead of atom nuclei since the cross section of electrons is orders of magnitude bigger than the cross section of the atomic nuclei. Thus, the contribution of the X-rays scattered at nuclei is usually neglected. The Thomson formula provides the amplitude of an X-ray wave scattered at an electron at the position $r_e$

$$A(q) = A_0 \frac{e^2}{m_e c^2 R_0} e^{i q \cdot r_e}.$$  \hspace{1cm} (2.4)

Here, the Amplitude of the incoming X-ray wave is $A_0$, $m_e$ and $e$ are mass and charge of an electron, $c$ is the speed of light and $R_0$ is the distance between the electron and the observer. The amplitude $A(q)$ is depending on the scattering vector $q \equiv k_f - k_i$ which is the difference of the wave vectors of the scattered ($k_f$) and the incoming wave ($k_i$). Since $m_e$, $e$, $c$, and $R_0$ are all constant they can be summarized to a constant prefactor $C \equiv \frac{e^2}{m_e c^2 R_0}$ which simplifies Eq. (2.4) to

$$A(q) = A_0 C e^{i q \cdot r_e}.$$  \hspace{1cm} (2.5)

Since the polarization of the incident beam is not considered in the Thomson formula, the measured intensity has to be revised by a correction factor which depends on the used scattering geometry.

2.3 X-ray diffraction

The theoretical description of X-ray diffraction (XRD) phenomenon was made by Laue\cite{32} in 1912 and Bragg\cite{33} in 1913. X-ray diffraction is the scattering of X-rays at long range ordered periodic systems which are typically crystals. Scattering at these systems cause constructive and destructive interference of the scattered waves which results in spots of very high intensity, the so called Bragg peaks or Bragg reflections.

2.3.1 The Bragg condition

According to Bragg the diffraction of X-rays at a crystal lattice can be interpreted as reflection of the incident beam at lattice planes. Fig. 2.4 shows the reflection of X-rays at a family of lattice planes which results in an interference pattern. The appearance of Bragg peaks can be described by Bragg’s law

$$2 d_{hkl} \sin \theta = n \lambda.$$  \hspace{1cm} (2.6)
Here, $d_{hkl}$ is the distance between two lattice planes, $\theta$ is the angle between the lattice planes and both the incident wave and the outgoing wave. The vacuum wavelength of the incident beam is $\lambda$ and $n$ is the order of the Bragg reflection. The experimental limit for the angle $\theta$ is $90^\circ$. Solving Eq. (2.6) for $\theta$ with $n = 1$ (first order) provides

$$\theta = \sin^{-1}\left(\frac{\lambda}{2d_{hkl}}\right).$$

(2.7)

Since $\frac{\lambda}{2d_{hkl}}$ has to be $\leq 1$, this equation is only valid if $\lambda \leq 2d_{hkl}$. This condition gives a limit for the wavelength which is required to be able to study the first order Bragg peak. If the wavelength is bigger than the maximum path difference at normal incidence ($2a = 2d_{hkl}$) no diffraction can be observed.

The distance of the lattice planes in typical crystals is in the order of several Å. Thus, X-ray photons were used since their wavelength has the same magnitude. However, a too small wavelength causes very small Bragg angles which are technically difficult to observe. As a result, the resolution in reciprocal space is low.
The reciprocal space

The three Laue equations \[ q \cdot a = 2\pi h \], \[ q \cdot b = 2\pi k \], \[ q \cdot c = 2\pi l \] can also be used to identify the positions of the Bragg peaks. Whenever the Miller indices \( h \), \( k \), and \( l \) are integer numbers, there is constructive interference and Bragg peaks occur. The direct lattice parameters \( a \), \( b \), and \( c \) cannot be obtained directly from X-ray diffraction experiments since it is not a direct microscopic technique which requires atomic resolution. Therefore, the reciprocal space is a useful concept to describe the measured diffraction data and to get information of the direct lattice. The reciprocal space vectors \( a^* \), \( b^* \), and \( c^* \) are related to the real space lattice vectors and are defined as

\[
\begin{align*}
a^* &= 2\pi \frac{b \times c}{a \cdot (b \times c)}, \\
b^* &= 2\pi \frac{c \times a}{a \cdot (b \times c)}, \\
c^* &= 2\pi \frac{a \times b}{a \cdot (b \times c)}
\end{align*}
\]

where \( a \cdot (b \times c) \) is the unit cell volume. In case that \( \alpha = \beta = \gamma = 90^\circ \) the length of the reciprocal lattice vectors are simplified to

\[
\begin{align*}
a^* &= \frac{2\pi}{a}, \\
b^* &= \frac{2\pi}{b}, \\
c^* &= \frac{2\pi}{c}
\end{align*}
\]

It follows, that the Laue conditions for \( h \), \( k \), and \( l \) are automatically fulfilled if the scattering vector \( q \) is equal to or a multiple of one of the reciprocal lattice vectors \( a^* \), \( b^* \), and \( c^* \), respectively. In addition, when using these reciprocal basis vectors the Laue conditions are fulfilled at all positions in the reciprocal space defined by the coordinates \((hkl)\) where \( h \), \( k \), and \( l \) are integers. This fact makes the description of diffraction phenomena by using the reciprocal space with corresponding reciprocal lattice vectors convenient.

Both Bragg condition and the Laue conditions provide only information about the periodicity of the crystal lattice. The contribution of the structure of the unit cell of the crystal is neglected. However, the inner structure of the unit cell can also influence the diffracted intensity of the Bragg peaks due to additional constructive or destructive interference conditions. Therefore, if a Bragg peak has zero intensity, it is called 'structure forbidden peak'.

The amplitude of the diffraction signal of a crystal is normally separated into its different
contributions. The structure factor $F(q)$ is the contribution of the unit cell and the lattice factor $G(q)$ is the contribution of the lattice symmetry. Thus, the amplitude $A(q)$ can be calculated with

$$A(q) = F(q) G(q). \quad (2.17)$$

Laue conditions and Bragg condition enable no quantitative analysis of the diffracted intensity. Since single crystals and other real objects are composed of many atoms and electrons, many electrons contribute to the total scattered intensity. The interaction of X-rays with matter is low, which allows to describe the X-ray scattering processes by the kinematical scattering theory. In this theory, multiple scattering, refraction and absorption are not considered and the scattered intensity of an object is given by the Fourier transformation of its electron density. In order to perform a quantitative analysis of the diffracted intensity of single crystal thin film systems grown on single crystal substrates, the following expressions are derived using the simplifications from the kinematic approximation. The theoretical descriptions of this derivation can be found in references 34–37.

### 2.3.2 Scattering at single atoms

If a wave is scattered at a single atom, the scattering amplitude is given by the summation of the scattering at all electrons of this atom. As mentioned in section 2.2, the scattering amplitude of each single electron is defined by the Thompson Eq. (2.4). However, the electrons are not localized at the center of an atom at the position $r_a$. The electrons are at different positions $r$ around the center of the atom and the distribution of the electrons is given by their density function $\rho$. Thus, phase differences between the scattered waves from each electron have to be considered in the summation of the scattering amplitudes. Although the distance between the electrons and observer $R_0$ is slightly different for each electron, this difference can be neglected since the distance between the electrons and the center of their atom $|r|$ is orders of magnitude smaller than $R_0$. As a consequence, the same value of $R_0$ can be used for all electrons. With these assumptions the scattering amplitude of a wave scattered at an atom can be calculated with

$$A(q) = A_0 C \int d^3r \rho(r) e^{i q \cdot (r_a + r)} \quad (2.18)$$

$$= A_0 C f(q) e^{i q \cdot r_a}. \quad (2.19)$$

Here, $f(q)$ is the atomic form factor, which is defined as

$$f(q) = \int d^3r \rho(r) e^{i q \cdot r}, \quad (2.20)$$

which is the Fourier transform of the electron density. The atomic form factors of different atoms and ions can be found in tables in literature 38. They have been calculated by density functional theory or quantum mechanical methods like Hartree-Fock. Spherical electron
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distributions are used for the calculations of the atomic form factors used in this work. As a result, the form factor is independent of the spatial direction and changes only with the absolute value of the scattering vector $q$. The atomic form factor can be analytically approximated by a sum of four Gaussian functions

$$f(q) = \sum_{j=1}^{4} a_j e^{-b_j \left(\frac{q}{4\pi}\right)^2} + c.$$ \hfill (2.21)

The values for the coefficients $a_j$, $b_j$, and $c$ are obtainable for almost all atoms and ions in literature [38].

2.3.3 Scattering at a unit cell

The scattering amplitude of X-rays scattered at a unit cell can be derived by a summation of the scattering amplitudes of each atom inside the unit cell. Similar to the derivation of the scattering amplitude of a single atom, the phase differences of the scattering waves have to be considered since each atom is at a different position $r_j$. The position of the unit cell is denoted with $r_n$. The scattering amplitude of a unit cell can be calculated with

$$A(q) = A_0 C \sum_j f_j(q) e^{iq \cdot (r_n + r_j)}$$ \hfill (2.22)

$$= A_0 C F(q) e^{iq \cdot r_n}.$$ \hfill (2.23)

The structure factor $F$ of a unit cell can be determined similar to the atomic form factor $f$ of an atom with

$$F(q) = \sum_j f_j(q) e^{iq \cdot r_j}.$$ \hfill (2.24)

However, in contrast to the atomic form factor which is only a function of the magnitude of the scattering vector $q$, the structure factor is also a function of the direction of the scattering vector $q$.

The Debye-Waller factor

Usually the atoms in a unit cell differ from their ideal positions due to thermal vibrations. As a consequence, the scattered intensity is damped by a factor due to the disturbed phase relation of the scattered waves. This factor is a Gaussian distribution, which models the deviation of the atoms from their ideal position. $D$ is the Debye-Waller factor which is proportional to the temperature of the crystal and is related to the square of the displacement of the atoms.
Hence, the modified structure factor is defined by

$$F(q, D) = e^{-D|q|^2} \sum_j f_j(q) e^{i q \cdot r_j} \tag{2.25}$$

Thus, the damping of the structure factor increases with increasing scattering vector $q$ and with increasing atomic dislocation due to the Debye-Waller factor. A detailed derivation of the Debye-Waller factor can be found in literature \[39–41\].

### 2.3.4 Diffraction at single crystals

Single crystals are formed by an infinite number of periodically arranged unit cells. Thus, diffraction phenomena can be observed whose intensity can be calculated by summation of the diffraction amplitude of all unit cells

$$A(q) = A_0 C \sum_n F_n(q, D) e^{i q \cdot r_n} \tag{2.26}$$

As is the case for the other derivations, the phase differences between the scattered waves have to be considered. For a three dimensional perfect crystal $F_n$ is identical for all unit cells. In order to calculate the diffraction amplitude for a finite three dimensional perfect crystal with a finite number of unit cells Eq. \(2.26\) can be rewritten to

$$A(q) = A_0 C \sum_{n_a=0}^{N_a-1} \sum_{n_b=0}^{N_b-1} \sum_{n_c=0}^{N_c-1} e^{i q \cdot (n_a a + n_b b + n_c c)} \tag{2.27}$$

$$= A_0 C F(q, D) \sum_{n_a=0}^{N_a-1} e^{i n_a q \cdot a} \sum_{n_b=0}^{N_b-1} e^{i n_b q \cdot b} \sum_{n_c=0}^{N_c-1} e^{i n_c q \cdot c} \tag{2.28}$$

Here, $a$, $b$, and $c$ are the lattice vectors of the crystal and $N_a$, $N_b$, and $N_c$ are the numbers of unit cells in the three corresponding dimensions.
2.3.5 Crystal truncation rods

The extension of a crystal is important for the observed diffraction pattern. For a bulk crystal with infinite size in all three directions \((N_{a,b,c} \rightarrow \infty)\) Eq. (2.28) becomes a series of \(\delta\) functions and the intensity peaks are at single points known as Bragg peaks (cf. Fig. 2.5 (a), see also the Laue conditions in Eq. (2.10)). In the case of an infinite 2D crystal \(N_c = 1\), the diffracted intensity is only sharp in lateral direction but diffuse in vertical direction. The diffuse intensity form diffraction rods \([34,35]\), which are perpendicular to the surface (cf. Fig. 2.5 (b)). A semi-infinite 3D crystal with \(N_{a,b} \rightarrow \infty\) and \(N_c \neq \infty\) features smeared out Bragg peaks resulting in crystal truncation rods (CTRs, cf. Fig. 2.5 (c)). Thin films produce oscillations between the Bragg peaks based on the number of layers \(N_c\) (cf. Fig. 2.5 (d)).

\[
\sum_{n_c=-\infty}^{N_c(n_a,n_b)} e^{i n_c \mathbf{q} \cdot \mathbf{c}}
\]

Fig. 2.5: Sketch of the reciprocal space and the corresponding real space of (a) a 3D crystal, (b) a monolayer (infinite 2D crystal), (c) a semi-infinite 3D crystal, and (d) a thin film. Three dimensional crystals produce sharp Bragg peaks. The 2D layer shows no distinct Bragg peaks but diffraction rods. A semi-infinite 3D crystal exhibits diffraction spots which are smeared out in vertical direction. Thin films feature diffraction spots and oscillations in vertical direction. The frequency of the oscillations depends on the thickness of the thin film. Taken and modified from Ref. [35]

Diffraction at semi-infinite crystals

Mathematically the diffracted amplitude of a semi-infinite crystal like an MgO substrate \((A_{\text{sub}})\) can be described by replacing the sum over \(n_c\) for the vertical direction in Eq. (2.28) with

\[
\sum_{n_c=-\infty}^{N_c(n_a,n_b)} e^{i n_c \mathbf{q} \cdot \mathbf{c}}
\]
This leads to

\[
A_{\text{sub}}(q) = A_0 C F(q, D) \sum_{n_a=0}^{N_a-1} e^{i n_a q \cdot a} \sum_{n_b=0}^{N_b-1} e^{i n_b q \cdot b} \sum_{n_c=-\infty}^{N_c(n_a,n_b)} e^{i n_c q \cdot c + n_c \epsilon}.
\]

(2.30)

Here, in order to take into account the attenuation of the X-rays due to absorption within deeper crystal layers the factor \( e^{n_c \epsilon} \) is introduced. The function \( N_c(n_a, n_b) \) describes the height variation of the semi-infinite crystal in lateral direction to consider the surface roughness (cf. Fig. 2.6). The Laue conditions in lateral direction (\( q \cdot a = 2\pi h \) and \( q \cdot b = 2\pi k \)) are fulfilled on a crystal truncation rod. Thus, Eq. (2.30) simplifies to

\[
A_{\text{sub}}(q) = A_0 C F(q, D) \sum_{n_a=0}^{N_a-1} \sum_{n_b=0}^{N_b-1} \sum_{n_c=-\infty}^{N_c(n_a,n_b)} e^{i n_c q \cdot c + n_c \epsilon}.
\]

(2.31)

(2.32)

Here, the sums over \( n_a \) and \( n_b \) corresponds to an averaging over the height function \( N_c(n_a, n_b) \) with an average value at zero level. Instead we can also write

\[
A_{\text{sub}}(q) = A_0 C F(q, D) N_a N_b \frac{\left\langle e^{i q \cdot c + \epsilon} N_c(n_a, n_b) \right\rangle}{1 - e^{-(i q \cdot c + \epsilon)}}.
\]

(2.33)
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Fig. 2.7: Sketch of a thin film with a roughness at the bottom and at the top modeled with the height functions $N_c^-(n_a, n_b)$ and $N_c^+(n_a, n_b)$, respectively. The average film thickness is $\overline{N_c}$.

The height function $N_c(n_a, n_b)$ can be approximated by a Gaussian distribution \cite{42} and we obtain

$$A_{sub}(q) = A_0 C F(q, D) N_a N_b \frac{e^{-\sigma^2 (1 - \cos q \cdot c)}}{1 - e^{-(i q \cdot c + \epsilon)}}.$$  \hspace{1cm} (2.34)

Here, $\sigma$ is the root mean square (rms) roughness of the surface of the semi-infinite substrate.

**Diffraction at thin films**

With a few modifications the diffracted amplitude of a thin film ($A_{film}$) consisting of a few layers $N_c$ can be calculated quite similar to the amplitude of the semi-infinite crystal. First, the attenuation factor $e^{\eta_c^c}$ can be neglected. Second, besides the roughness at the top of the film the roughness at the bottom of the film has to be considered as well. Thus, two height functions $N_c^+(n_a, n_b)$ for the top and $N_c^-(n_a, n_b)$ for the bottom are used (cf. Fig. 2.7). Since there is no consistent number of unit cells in vertical direction the average film thickness $\overline{N_c}$ has to be used. With these modifications the diffracted amplitude is defined as

$$A_{film}(q) = A_0 C F(q, D) \sum_{n_a=0}^{N_a-1} \sum_{n_b=0}^{N_b-1} \sum_{n_c=N_c^-(n_a, n_b)}^{N_c^+(n_a, n_b)} e^{i n_c q \cdot c}.$$  \hspace{1cm} (2.35)

$$= A_0 C F(q, D) \sum_{n_a=0}^{N_a-1} \sum_{n_b=0}^{N_b-1} \frac{e^{i q \cdot c N_c^-(n_a, n_b)} - e^{i q \cdot c N_c^+(n_a, n_b) + 1}}{1 - e^{i q \cdot c}}.$$  \hspace{1cm} (2.36)
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Analogously to Eq. (2.32) the sums can be expressed by an averaging

\[
A_{film}(q) = A_0 C F(q, D) N_a N_b \frac{\left\langle e^{i q \cdot c u_c^-} \right\rangle}{1 - e^{i q \cdot c}} - e^{i q \cdot c N_c} \left\langle e^{i q \cdot c u_c^+} \right\rangle.
\]  

(2.37)

Here, \( u_c^+ \) is the top and \( u_c^- \) is the bottom deviation from the average film thickness \( N_c \). For \( u_c^- \) and \( u_c^+ \) Gaussian distributions can be assumed which leads to

\[
A_{film}(q) = A_0 C F(q, D) N_a N_b \frac{e^{-\sigma_+^2 (1 - \cos q \cdot c)} - e^{i q \cdot c N_c} e^{-\sigma_-^2 (1 - \cos q \cdot c)}}{1 - e^{i q \cdot c}}.
\]  

(2.38)

Here, \( \sigma_+ \) and \( \sigma_- \) are the rms roughnesses at the top and at the bottom of the film, respectively. If top and bottom roughness of the film are zero Eq. (2.38) reduces to an N-slit function

\[
S_N(x) = \sum_{n=0}^{N-1} e^{i n x} = \frac{1 - e^{i x N}}{1 - e^{i x}}.
\]  

(2.39)

with \( x = q \cdot c \) and \( N = N_c \). Up to a maximum value of \( N \), the N-slit function exhibits maxima at \( x = 2\pi m \) for \( m \in \mathbb{Z} \). The N-Slit function shows also \( N - 2 \) smaller side maxima between the main maxima which are called fringes or Laue oscillations. Laue fringes give information about the number of coherently scattering lattice planes. The number of fringes increases with the number of slits \( N \), while the width of the main maxima and the fringes is decreasing. If the number of slits \( N \) becomes infinite the fringes vanish and the main maxima become \( \delta \)-peaks since the N-slit function becomes periodically iterated \( \delta \) functions. By way of illustration, the N-slit function is plotted for \( N=10 \) in Fig. 2.8.

![N-slit function for N=10. The main maxima are at multiples of 2π.](image)

Fig. 2.8: N-slit function for \( N=10 \). The main maxima are at multiples of 2π.
Calculating the diffracted intensity from a thin film layer system

The diffracted intensity $A_{\text{system}}$ of a layer system shown in Fig. 2.9 which consists of a substrate and one or more films on top of it can be calculated by the sum over their diffracted intensities considering the phase differences

$$A_{\text{system}}(q) = A_{\text{sub}}(q) + \sum_i \Theta_i e^{i \mathbf{q} \cdot \mathbf{p}_i} A_{\text{film},i}(q).$$  \hspace{1cm} (2.40)

Here, impurities and dislocations in the films are described by the occupation factor $\Theta_i$. The phase differences between the substrate and the layers are taken into account with the factor $e^{i \mathbf{q} \cdot \mathbf{p}_i}$, where the origin of the i-th layer is defined by $\mathbf{p}_i$ (phase vector)

$$\mathbf{p}_i = \sum_{j=0}^{i-1} \mathbf{g}_j + \overline{N_{c_j}} \mathbf{e}_j.$$  \hspace{1cm} (2.41)

Here, the interface vector $\mathbf{g}_j$ determines the distance and the lateral shift between layer $j$ and $j + 1$. The phase shift caused by the film thickness of layer $j$ is given by the term $\overline{N_{c_j}} \mathbf{e}_j$. 

Fig. 2.9: Model of a layer system which consists of a substrate with two films.
2.4 X-ray reflectivity

X-ray reflectivity or X-ray reflectometry (XRR) enables to determine film thickness, interface roughness and refractive index of every single film of a film system. With this method the intensity of the reflected beam is measured as a function of the incidence angle $\alpha_i$. The incidence angle is usually kept below $6^\circ$ (for hard X-rays) for such measurements and is given as angle between the incident beam and the surface. This definition is in contrast to conventional optics, where the incidence angle is defined with respect to the surface normal. The theory of X-ray reflectivity is described in more detail in the literature\cite{43,44}.

The complex refractive index $n$ is the principle value to describe the reflectivity of a material and for X-rays it is defined as

$$n = 1 - \delta + i\beta . \quad (2.42)$$

The value $\delta$ is proportional to the electron density while $\beta$ is proportional to the absorption of the analyzed material. Therefore, both $\delta$ and $\beta$ are material specific constants which also depend on the wavelength of the incident light. Usually $\delta$ is of the order of $10^{-6}$ while $\beta$ is mostly about 100 times smaller than $\delta$. Thus, the refractive index of X-rays is smaller than 1.

With the refraction index $n$ and Snell’s law we can estimate the critical angle of total reflection

$$\alpha_c \approx \sqrt{2\delta} \quad (2.43)$$

Below this critical angle the incident X-rays are totally reflected. As a result, X-rays can only penetrate the material if the incidence angle is higher than $\alpha_c$. The law of reflection which can be derived from the Fresnel equations provides $\alpha_i = \alpha_f$, where $\alpha_f$ is the angle of reflection. Thus, the reciprocal scattering vector $q$ is perpendicular to the film surface (cf. Fig. 2.10) and can be calculated with $q = k_f - k_i$. The magnitude of the wave vector is $|k| = \frac{2\pi}{\lambda}$, where $\lambda$ is the vacuum wavelength. For elastic scattering $|k_i| = |k_i|$ is valid.

The Fresnel coefficient

$$r_{j,j+1} = \frac{q_j - q_{j+1}}{q_j + q_{j+1}} \quad (2.44)$$

provides the reflectivity of an interface of two layers ($j$ and $j + 1$) of different composition with different refraction indexes, where $q_j = |k|\sqrt{n_j^2 - \cos^2\alpha_i}$ is the vertical component of the wave vector in layer $j$. Since the refraction index is $n \approx 1$, $q_j$ can be simplified to

$$q_j = \frac{4\pi}{\lambda} \sin(\alpha_i) . \quad (2.45)$$

With Eq. (2.45) every scattering angle $\alpha$ can be converted into a corresponding scattering vector $q$.

In order to calculate the reflected intensity as shown in Fig. 2.11 the recursive Parratt algorithm\cite{45} is used, which takes into account the reflectivity and transmission of each interface. Different roughness models have been proposed when using the Parrat algorithm to consider the interface roughness which also affects the reflected intensity. For solid thin films the Névot-Croce formalism\cite{46} is the most common model and it is also used for the
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Fig. 2.10: Reflectivity of a thin film on a substrate. Transmission and reflection of the incident beam \( k_i \) occurs at each interface of the film-substrate system. The reflection \( k_f \) at the film-substrate interface is also contributing to the total reflected intensity.

calculations in this work. In this model, the non-homogeneous thickness has a Gaussian distribution with a mean thickness \( d \) and a standard deviation \( \sigma \). With this assumption, the reflectivity of the interface is reduced by an exponential \( e^{-\frac{d^2}{\sigma^2}} \) factor. However, this model only makes sense if the roughness is considerably smaller than the film thickness. If the interface roughness is as big as the film thickness other models have to be applied like arbitrary density model \([44]\). In this model the electron density profile is represented by a stack of very thin flat individual layers. Calculated reflectivity curves of 20 nm magnetite films on MgO(001) with different surface and interface roughness are shown in Fig. 2.11. Above the critical scattering vector \( q_c \) the reflected intensity is decreasing with increasing scattering vector by a factor of \( 1/q^4 \). The 20 nm magnetite film causes intensity oscillations which originate from the interference between the X-rays reflected at the film/vacuum and at the substrate/film interface. The film thickness \( d \) of a single film on a substrate can be

Fig. 2.11: Reflectivity curves for 20 nm magnetite films on magnesium oxide substrates with different surface (\( \sigma_{\text{surf}} \)) and interface (\( \sigma_{\text{int}} \)) roughness at 10.5 keV. There is total external reflection up to the critical scattering vector \( q_c \). Above this critical angle the intensity is decreasing and intensity oscillations caused by the magnetite film occur. These oscillations originate from an interference between the beams reflected at the film/vacuum and the substrate/film interface. The strength of the reflectivity and the intensity oscillations depend on the Fe\(_3\)O\(_4\)/MgO interface and Fe\(_3\)O\(_4\) surface roughness.
estimated by using
\[ d = \frac{2 \cdot \pi \Delta q}{\Delta \alpha_i} \approx \frac{\lambda}{2 \Delta \alpha_i} \] (2.46)
where \( \Delta q \) or \( \Delta \alpha_i \) are the distances between two minima (or maxima). The interface \( \sigma_{\text{int}} \) and surface \( \sigma_{\text{surf}} \) roughness affect the strength of the intensity oscillations and the reflectivity. While a high interface roughness attenuates the amplitude of the oscillation, the surface roughness also slightly weakens the reflectivity and causes a beat. A combination of both a high interface roughness and a high surface roughness leads to a drastic attenuation of the reflectivity. However, the intensity oscillations are hardly attenuated.
2.5 Low energy electron diffraction

Low energy electron diffraction (LEED) is one of the most important techniques for the characterization of structural properties of surfaces. Instead of X-ray photons low kinetic energy electrons \( E_{\text{kin}} < 1000 \text{ eV} \) are used which have a similar wavelength. The wavelength of particles \( \lambda \) is called De Broglie wavelength and for electrons it is given by

\[
\lambda_{\text{De Broglie}} = \frac{h}{\sqrt{2m_e E_{\text{kin}}}}
\]

using the mass of an electron \( m_e \), the Planck constant \( h \) and the kinetic Energy \( E_{\text{kin}} \). Due to the higher interaction of electrons with matter the penetration depth of electrons is small compared to X-ray photons (cf. Fig. 2.12). Thus, the surface sensitivity is considerably higher but only the surface near region can be analyzed \((\approx 1 \text{ nm})\). As a result the Bragg peaks observed in reciprocal space are broadened in vertical direction and become Bragg rods (cf. Fig. 2.5). This observation is similar to the surface scattering in the X-ray case. Thus, almost no bulk information contributes when using electron diffraction due to the small penetration depth of the electrons and the observed diffraction rods originates only from the surface. Small bulk contributions as well as atomic steps on the surface can be seen as modulations of the intensity along the vertical rods. The Ewald construction in Fig. 2.13 helps to determine whether diffraction can be observed or not. The surface of the Ewald sphere is given by all possible exiting wave vectors \( k_f \) and its radius is the length the wave vector \( |k_f| = |k_i| \) (elastic scattering). Diffraction occurs every time the Ewald sphere is intersecting a Bragg rod.

The fluorescent screen covers a large segment of the hemisphere above the sample, therefore, all reflexes originating from wave vectors pointing in the direction of the detector are visible. The fluorescent spots on the screen display the symmetry of the reciprocal space in lateral direction. In order to attain preferably sharp peaks the electrons beam can be focused on the fluorescent screen.

If the incidence angle of the electron beam is fixed the wavelength (kinetic energy) of the electrons is the only possibility to change the scattering condition. The modification of the

![Graph showing mean free path as a function of electron energy](image-url)
Fig. 2.13: Ewald construction for a LEED setup with normal incidence. The Ewald sphere (blue dotted line) is defined by all possible positions for the wave vector \( k_f \), thus, it has the radius \( k_f \). Diffraction spots can be observed with LEED whenever the Ewald sphere is intersecting a Bragg rod (solid lines).

Electron wavelength changes the radius of the Ewald sphere, thus, the intersections of the Ewald sphere with the Bragg rods also vary (cf. Fig. 2.13).
2.6 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) is one of the most important surface-sensitive spectroscopic techniques for the non-destructive analysis of the stoichiometry, chemical state and electronic state of the elements that exist within a material. XPS is based on the photoelectric effect, which is described in the following. An electron in a state with the binding energy $E_B$ relative to the Fermi level $E_F$ absorbs the energy of a photon of the incident radiation (cf. Fig. 2.14). With this energy, the electron can overcome its binding energy $E_B$ and the work function $\phi$ in order to leave the sample with the kinetic energy $E_{\text{kin}}$. Above the vacuum level $E_{\text{vac}}$, the photoelectron with a kinetic energy of $E'_{\text{kin}}$ reach the analyzer with the work function $\phi_{\text{spec}}$.

$$E_{\text{kin}} = h\nu - E_B - \phi.$$  \hspace{1cm} (2.48)

Thus, knowing the work function $\phi$ and the excitation energy $h\nu$, $E_{\text{kin}}$ can be used to determine $E_B$. The higher the binding Energy $E_B$ of the electron, the higher the photon energy $h\nu$ has to be to generate a photoelectron. In order to excite electrons from the core level of an atom, X-ray photons are necessary while electrons from the valence band can be also excited by ultra violet light which is advantageous due to the larger cross section. The binding energy $E_B$ of a certain electron state depends on the Coulomb potential of the nucleus. Therefore, the $E_B$ of a photoelectron is like a fingerprint of the corresponding atom, which allows an identification of the atoms inside the analyzed material. The binding energy of an electron is also influenced by the chemical environment of the corresponding atom since the chemical environment exerts additional forces on the electron. As a consequence, the measured binding energies of the photoelectrons can differ from the characteristic values of electrons of a free atom by several eV.
Besides the main peaks there are also satellite peaks which have different origins. Shake-up and shake-off satellites are caused by the excitation of an electron from the valence band by photoelectrons. While shake-up satellites occur when a valence band electron is excited to a higher energy level, shake-off satellites arise when the excited valence band electron leaves the atom. In both cases the photoelectrons loses kinetic energy, thus, the shake-up and the shake-off satellites are shifted by a few eV to higher binding energies compared to the main line. The photoemission spectra of transition metal (TM) oxides exhibit so called charge transfer satellites. These satellites emerge for example if an electron from the 2p orbital of the oxygen can transfer to the 3d orbital of the TM. In this case the binding energy of this electron is increased by

$$\Delta E = E(3d^{n+1}L^{-1}) - E(3d^n L) . \quad (2.49)$$

Here, \( L \) denotes the corresponding oxygen ligand, which transfers an electron to the \( 3d^n \) orbital of TM. Thus, the satellites due to charge transfer are always shifted to higher binding energies.

Another reason for the occurrence of satellites is the usage of non-monochromatized X-ray radiation. In this case, there are additional excitation energies, since the characteristic X-ray spectrum of aluminum features besides the dominant K\( \alpha_1, \alpha_2 \) peaks also the weaker K\( \alpha_3, \alpha_4 \) peaks at \( \approx 10 \) eV higher photon energy. Thus, this additional excitation energy causing an additional satellite peak at \( \approx 10 \) eV lower binding energy next to every peak in the XP spectra which is generated by the K\( \alpha_3, \alpha_4 \) radiation. However, this satellite peak has only 10\% of the intensity of the main peak caused by the K\( \alpha_1, \alpha_2 \) radiation.

Another effect during an XPS experiment is the positive static charging of insulating samples like magnesium oxide, which increases the binding energy of the photoelectrons due to the additional attractive electric field. Thus, the measured spectra have to calibrated by shifting the whole spectra by the amount of static charge which can be figured out by comparing the binding energy of known peaks with the literature. So it may happen that a charged spectrum and an uncharged spectrum of a sample are measured simultaneously if one part of the sample is more conductive than another. Since the charged spectrum is usually more intensive than the uncharged version, the uncharged version occurs also as satellites in the charged version.

XPS measurements are performed under ultra high vacuum conditions due to the small mean free path of electrons at ambient conditions. The penetration depth of X-ray photons into a solid sample is in a range of \( 1-10 \) \( \mu m \), however, due to the small mean free path \( \lambda \) of electrons in a solid the information depth of XPS is limited to some Ångströms up to a few nanometer. Thus, XPS like LEED is a very surface-sensitive technique. In order to even increase the surface-sensitivity, it is possible to illuminate the sample at grazing incidence below the angle of total external reflection and/or to collect photoelectrons at grazing exit. In this case the angle dependent information depth \( d \) is given by

$$d = 3 \cdot \lambda \cos(\theta) \quad (2.50)$$

where \( \theta \) is the collecting angle and \( \lambda \) is the mean free path.

In order to achieve a higher bulk sensitivity HAXPES (hard X-ray photoemission spectroscopy) is used to increase the kinetic energy of the photoelectrons by the higher photon
energy. It is also necessary to use HAXPES to analyze the core level of heavier atoms which have a binding energy above the excitation energy of Al Kα.
2.7 Matter in magnetic fields

In order to describe matter in magnetic fields the magnetic field strength $H$ and the resulting magnetic flux density $B$ are used. Both are related to each other by the magnetic field constant (vacuum permeability) $\mu_0$ and the material related permeability tensor $\hat{\mu}_r$ according to the following equation

$$B = \mu_0 \hat{\mu}_r H.$$  \hspace{1cm} (2.51)

The magnetization $M$ in the sample is influenced by the magnetic field $H$. The type and strength of the magnetization $M$ depends on the magnetic susceptibility $\hat{\chi}$ of the material. This leads to

$$M = \hat{\chi} H.$$  \hspace{1cm} (2.52)

The magnetic flux density is given by

$$B = \mu_0 (H + M)$$ \hspace{1cm} (2.53)

as the sum of the magnetic field strength $H$ and the magnetization $M$ in consideration of the magnetic field constant $\mu_0$.

Combining the Eqs. (2.51), (2.52), and (2.53) we obtain the equation

$$\hat{\mu}_r = 1 + \hat{\chi}$$ \hspace{1cm} (2.54)

which provides a direct relation between the permeability tensor $\hat{\mu}_r$ and the magnetic susceptibility $\hat{\chi}$, which is a dimensionless measure of the magnetizability.

The susceptibility $\chi$ can be used to separate magnetic materials into three types of magnetism. These types are diamagnetism ($\chi < 1$), paramagnetism ($\chi > 1$), and collective magnetism ($\chi \gg 1$). Since there is no unified theory to describe all magnetic phenomena, different models are used which are explained in the following.

**Collective magnetism**

The collective magnetism is a many-body phenomenon based on the exchange interaction of permanent magnetic moments, which causes a spontaneous magnetic order without applying an external magnetic field. This magnetic order collapses above a critical temperature and a phase transition to paramagnetism occurs.

The exchange interaction can only be accounted for by quantum mechanics. The cause of the exchange interaction is the indistinguishability of identical particles and the consequent symmetry requirements of possible multi-particle wave functions. For fermions like electrons only antisymmetric total wave functions are allowed (Pauli’s exclusion principle), which are products of the orbital and the spin wave functions. Thus, products of symmetric orbital and asymmetric spin wave functions and reverse are valid. This can basically be considered
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(a) ferromagnetism  (b) antiferromagnetism  (c) ferrimagnetism

Fig. 2.15: Sketch presenting the order of neighboring magnetic dipole moments of (a) a ferromagnet, (b) an antiferromagnet, and (c) a ferrimagnet.

as a competition between the kinetic and potential energy. An antisymmetric wave function which means that the electron spins are antiparallel aligned requires a symmetric orbital wave function. This way the electrons are in the same orbital but have a high potential energy due to the Coulomb interaction. If the spins are parallel aligned the electrons have to be in different orbitals since the symmetric spin wave function requires an antisymmetric orbital wave function. As a result, the electrons occupy states in the $k$ space (momentum space) with higher kinetic energy. Thus, the Coulomb interaction of the electrons is lower for parallel alignment but their kinetic energy is higher. The overlap of neighboring single-electron wave functions determines which is the dominating energy contribution and whether parallel or antiparallel spin alignment is preferred. Depending on the coupling, the collective magnetism can be separated into three more types. If all spins are parallel aligned to each other, this is called ferromagnetism (cf. Fig. 2.15 (a)). Below the Curie temperature, there is a macroscopic magnetization without an applied external magnetic field. In this case the magnetic susceptibility $\chi$ is much greater than one ($\chi \gg 1$) and Eq. (2.53) can be simplified to

$$B = \mu_0 M.$$  \hfill (2.55)

In a solid, where the discreet energy states of atoms form bands, the spontaneous magnetization can be explained by reference to the density of states. The exchange interaction causes an energy shift of the energy bands, where the shift depends on the spin orientation (up, down). Thus, two energy bands are formed which have a common Fermi energy so that one kind of spin prevails the other kind (cf. Fig. 2.16). The only elements which feature ferromagnetic behavior at room temperature are iron, cobalt and nickel.

Antiferromagnetic substances have also a magnetic order, but the two sublattices of parallel aligned magnetic moments with equal magnitude balance out and the resulting magnetization is zero (cf. Fig. 2.15 (b)). The critical temperature for the phase transition to paramagnetism is called Néel temperature. If there is a resulting magnetization despite the antiparallel alignment of the two sublattices of parallel aligned magnetic moments, it is called ferrimagnetism. In this case the sublattices have different magnetic magnitudes and a spontaneous magnetization is preserved (cf. Fig. 2.15 (c)). Ferrimagnets have also a Curie temperature.
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Fig. 2.16: Sketch of the energy bands for spin up and spin down of a ferromagnetic material. The shifted bands for different spins lead to a majority of one spin state if the Fermi level is adequate positioned.

Domain structure and magnetization curve

The consideration of the ferromagnetic coupling was limited so far to the quantum mechanic exchange interaction. The indeed long-range magnetic dipole-dipole interaction can not explain the spontaneous order of neighboring spins since it is weaker than the exchange interaction. However, the dipole-dipole interaction can not be neglected in a solid due to the large number of spins. Thus, a homogeneous spin orientation in the whole solid is unfavorable. Although the short-range exchange interaction can locally induce a ferromagnetic order, the dipole-dipole interaction dominates on a large scale. As a result, many small domains of homogeneous spin orientation are formed whose magnetic magnitudes offset each other to minimize the total energy. The minimizing of the dipole energy of all spins compensates the increase of the exchange energy of the few spins at the border of the domains. In this way, there is no macroscopic magnetization for paramagnetic and diamagnetic materials. The total energy depends substantially on the size of the domains and the structure of the interface. Since an antiparallel alignment of the spins at the transition from domain to domain causes an increase of the exchange energy, the transition is continuous and the domain wall has a finite thickness.

Adding an external magnetic field leads to restructuring of the magnetic domains in the solid. Weak magnetic fields can slightly shift the domain walls, thereby changing the domain size reversibly. However, strong magnetic fields are capable of extending the domains beyond crystallographic defects, which prevent a return to the initial state. Thus, a hysteric behavior if the magnetization curve is observable (cf. Fig. 2.17). Consequently, the magnetization is not just determined by external parameters, but also influenced by its previous history. If the solid is initially demagnetized and then an external magnetic field is applied domain borders shift and domain orientations rotate until a saturation magnetization $M_{sat}$ is reached and all magnetic moments are aligned along the external magnetic field. The irreversibility of this process results in a remaining magnetization $M_{rem}$ after switching off the magnetic field. An opposite magnetic field has to be applied to obtain again an demagnetized solid. In
the following, the required magnetic field strength \( H_c \) for this purpose is called coercive field. If there is no anisotropy of the free energy density, the equilibrium between exchange energy and magnetic dipole-dipole energy is restored again. Also no magnetization can be detected if the used measurement method is only sensitive to one component of the magnetization (e.g. MOKE) and the magnetization vector is perpendicular to the magnetic field.

**Magnetic anisotropies**

In general, solids exhibit direction depending magnetic properties so that a distinction of magnetic easy and hard directions is possible. Magnetic easy directions have a large coercive field \( H_{c,\text{easy}} \) and a high magnetic remanence \( M_{\text{rem,\text{easy}}} \). The direction reversal of the magnetization happens in a narrow magnetic field range so that the magnetization curve has the shape of a box. The magnetic hard directions feature a small coercive field \( H_{c,\text{hard}} \), a minor magnetic remanence \( M_{\text{rem,\text{hard}}} \), and the magnetization increases or decreases gradually in broad magnetic field range (cf. Fig. 2.18).

A consideration of the free energy density \( F \) gives some indication of the magnetic anisotropy of solids. The free energy density consists of the Zeeman energy due to orientation of the magnetization with respect to the external field and several other anisotropy contributions and is calculated as follows

\[
F = F_{\text{Zeeman}} + F_{\text{shape}} + F_{\text{crystal}} + F_{\text{uniaxial}} + \ldots \quad \text{(2.56)}
\]
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Fig. 2.18: Magnetization curves of the magnetic hard (red) and magnetic easy (blue) direction. The magnetization $M$ is plotted versus the magnetic field strength $H$. A high magnetic remanence $M_{\text{rem, easy}}$ and a high coercive field $H_{c,\text{easy}}$ is typical for a magnetic easy direction. The change in magnetization occurs in a narrow magnetic field strength range. Magnetic hard directions exhibit a lower magnetic remanence $M_{\text{rem, hard}}$ and a small coercive field $H_{c,\text{hard}}$.

Magnetic easy directions are local minima of the free energy density while local maxima are responsible for magnetic hard directions. Although the free energy density possibly depends on more contributions to the magnetic anisotropy like the magnetoelastic anisotropy only the most important contributions are explained in the following.

Zeeman energy

A solid with the magnetization $M$ in an external magnetic field has the potential energy density $F_{\text{Zeeman}}$, the Zeeman energy. The Zeeman energy is given by

$$F_{\text{Zeeman}} = -M \cdot H$$

and is minimal if the magnetization is parallel aligned to the external magnetic field. If a solid has only this energy contribution then it is magnetic isotropic. In this case, the magnetization is always able to follow the external magnetic field since $M || H$ is the configuration of minimal energy.

The coordinate system shown in Fig. 2.19 is used to describe the orientation of the magnetization and the external magnetic field. Here, the direction of the magnetization is defined by the azimuthal angle $\varphi$ and the polar angle $\vartheta$, while the direction of the external magnetic field is determined by the angles $\varphi_H$ and $\vartheta_H$. The polar angles are with respect to the crystallographic [001] direction (surface normal), while the azimuthal angles are measured with respect to the crystallographic [010] direction in the (001) plane.

In this coordinate system the Zeeman energy can be described with

$$F_{\text{Zeeman}} = -M \cdot H \left[ \sin \vartheta \sin \vartheta_H \cos (\varphi - \varphi_H) + \cos \vartheta \cos \vartheta_H \right]$$

(2.58)
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Assuming that $\mathbf{M}$ is always parallel to $\mathbf{H}$ Eq. (2.58) can be simplified to:

$$F_{\text{Zeeman}} = -\mathbf{M} \cdot \mathbf{H} \left[ \sin^2 \vartheta \cos \phi + \cos^2 \vartheta \right]. \quad (2.59)$$

**Shape anisotropy**

The interaction between magnetic dipoles in shaped solids results in the shape anisotropy. At the surface of such solids are uncompensated dipoles, which are not completely surrounded by adjacent dipoles. Thus, a stray field or degaussing field $\mathbf{H}_{\text{deg}}$ is created which is in opposite direction to the external magnetic field. The contribution of the degaussing field to the free energy density is through integration given by

$$F_{\text{shape}} = -\mu_0 \int \mathbf{H}_{\text{deg}} d\mathbf{M}. \quad (2.60)$$

It is possible to describe the degaussing field with the degaussing tensor $\hat{N}$ with

$$\mathbf{H}_{\text{deg}} = -\hat{N} \mathbf{M} \quad (2.61)$$

where the degaussing tensor for thin films is...
\[ \hat{N} = N_{ij}. \] (2.62)

Since the lateral expansion of thin films is huge compared to its thickness, the lateral components of the degaussing field can be neglected and treated as zero. It follows that \( \mathbf{H}_{\text{deg}} = (0,0,M_z) \) with \( M_z = M_{\text{sat}} \cos(\theta) \). So the contribution of the shape anisotropy to the free energy density can be simplified to

\[ F_{\text{shape}} = 2\pi M^2 \cos^2 \theta. \] (2.63)

If the magnetization is parallel aligned to the surface (\( \theta = 90^\circ \)), the shape anisotropy is minimal.

**Magnetocrystalline anisotropy**

Due to the spin orbit coupling, the spins of the electrons are correlated to the crystal lattice. A rotation of the interconnected spins causes a torque which affects the orbital moments. If the electron distribution is anisotropic, the induced rotation of the orbital moments is energy dependent since the overlap of the wave functions changes. Thus, the symmetry of the lattice determines the magnetocrystalline anisotropy. A quantitative description is realized by a series expansion of the components of the magnetization direction related to the crystal axes and direction cosines are used for this purpose. For cubic systems, \( F_{\text{crystal}} \) is given by

\[
F_{\text{crystal}} = K_4(\alpha_1^2 \alpha_2^2 + \alpha_2^2 \alpha_3^2 + \alpha_3^2 \alpha_1^2) + K_6 \alpha_1^2 \alpha_2^2 \alpha_3^2 \\
+ K_8(\alpha_1^4 \alpha_2^4 + \alpha_2^4 \alpha_3^4 + \alpha_3^4 \alpha_1^4) + \ldots
\] (2.64)

with the anisotropy constants \( K_j \) (\( j = 2n+4 \)) \[47\]. In general, for thin films the magnetization is in the plane of the sample surface. As a result, \( \alpha_3 = 0 \) can be assumed. It can be seen in Fig. 2.19 that \( \alpha_1 = \cos(\varphi) \) and \( \alpha_2 = \sin(\varphi) \). Thus, Eq. (2.65) can be simplified to

\[
F_{\text{crystal}} = K_4 \alpha_1^2 \alpha_2^2 + K_8 \alpha_1^4 \alpha_2^4 \\
= K_4 \cos^2 \varphi \sin^2 \varphi + K_8 \cos^4 \varphi \sin^4 \varphi \\
= \frac{1}{4} K_4 \sin^2 2\varphi + \frac{1}{16} K_8 \sin^4 2\varphi + \ldots
\] (2.66)

In the case of cubic crystal lattices, the magnetocrystalline anisotropy of thin magnetic films features both a magnetic fourfold symmetry with an anisotropy constant \( K_4 \) and a magnetic fourfold symmetry with an anisotropy constant \( K_8 \).

**Uniaxial magnetic anisotropy**

The growth process of a magnetic film on a substrate can also influence its magnetic properties. Mechanical tensions caused by the lattice mismatch and a high substrate roughness can induce an uniaxial magnetic anisotropy. Reasons can also be oblique evaporation and the presence of
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A magnetic field during the film growth. The uniaxial magnetic anisotropy can be described by

\[ F_{\text{uniaxial}} = K_u \sin^2(\varphi - \varphi_u) \]  

(2.68)

where \( \varphi_u \) is the angle between a crystal axis and the direction of the minimal energy of the uniaxial magnetic anisotropy. \( K_u \) is the anisotropy constant of the uniaxial magnetic anisotropy.

Interface anisotropy

Due to the symmetry break of the crystal structure at the interfaces of thin films there is an interface anisotropy caused by the spin-orbit interaction. The interface anisotropy can be of various kinds. For ultra thin films it can be stronger than the shape anisotropy and generate a preferred out-of-plane magnetization. It is also possible that the interface anisotropy is stronger than the magnetocrystalline anisotropy resulting in a rotation of the magnetic easy axes. In both cases the magnetocrystalline anisotropy coefficients \( K \) (\( K_4 \) and \( K_8 \)) are composed by a volume contribution \( K^V \) and an interface contribution \( K^S \) depending reciprocal on the thickness \( t \) of the film. The effective magnetocrystalline anisotropy coefficient summarizing both contributions is given by

\[ K^{\text{eff}} = K^V + \frac{2}{t} K^S . \]  

(2.69)

The factor two is due the consideration of both film surface and film/substrate interface.

Exchange bias

Another possibility to modify the magnetic properties of a ferromagnetic film (FM) is the coupling to an antiferromagnetic film (AF) which can induce the exchange bias effect. In this case, the magnetic moments at the interface are pinned in one direction and the reversal process of the magnetization is asymmetric with respect to the orientation of the external magnetic field. Thus, the absolute values for positive and negative external magnetic field for reaching the magnetic saturation are shifted by an exchange bias field \( \mu_0 H_{eb} \) (cf. Fig. 2.20). In addition, the coercive field is increased to \( \mu_0 H_{eb} \). It generates a unidirectional magnetic anisotropy since this effect is unidirectional. It has to be considered that the strength of this effect depends on the orientation of the used antiferromagnetic material. While the surface plane of NiO(001) is spin compensated, the surface plane of NiO(111) is polar with a residual magnetic moment \([48,49]\) (cf. Fig. 2.21). Therefore, it is expected that there is no pinning effect in the ferro(i)magnetic film grown on the spin compensated NiO(001). However, an exchange bias effect is here observable as well due to the usually imperfect surface structure \([50,51]\).

The exchange bias effect also occurs in the Fe\(_3\)O\(_4\)/NiO system which is presented in this thesis since Fe\(_3\)O\(_4\) is ferrimagnetic and NiO is antiferromagnetic. Such a bilayer system can be used in a magnetic tunnel junction (MTJ). MTJs consist basically of two ferromagnetic films (electrodes) which are separated by a non-magnetic insulating film, the tunnel barrier.
Chapter 2. Theoretical background

**Fig. 2.20:** Magnetization curves of a single ferromagnetic film and a bilayer consisting of an antiferromagnetic (AF) and a ferromagnetic (FM) film. The coercive field $\mu_0 H_{c,eb}$ of the bilayer is increased compared to the coercive field $\mu_0 H_c$ of the single ferromagnetic film and an additional exchange bias field $\mu_0 H_{eb}$ occurs.

**Fig. 2.21:** Sketch of the (a) NiO(001) and (b) NiO(111) surface. While the NiO(001) surface is spin compensated the NiO(111) surface is spin uncompensated.
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![Diagram showing high and low tunneling currents in a magnetic tunnel junction.](image)

**Fig. 2.22:** Schematic drawing of a magnetic tunnel junction consisting of two ferrimagnetic Fe₃O₄ electrodes separated by a thin insulating MgO film. One of the Fe₃O₄ electrodes is grown on an antiferromagnetic NiO film. As a result, the exchange bias effect occurs at the interface of the electrode next to the NiO film. This effect induces an exchange bias field and an increased coercive field which stabilizes the alignment of its magnetization. Thus, the magnetization of both magnetite electrodes can be switched separately at different external magnetic field strengths. Depending on the magnetization alignment there is a high tunneling current or a low tunneling current.

The tunnel probability strongly depends on the alignment of the magnetization in the ferromagnetic films. While there is a high tunnel probability for parallel alignment, there is a low tunneling current if the magnetization is antiparallel aligned (cf. Fig. 2.22). The antiparallel and parallel alignment is usually realized by keeping the magnetization alignment of one electrode constant while switching the magnetization alignment of the other electrode. However, if both electrodes are made of the same material they also have the same switching fields. In this case, the exchange bias effect can be utilized to shift the coercive field of one of the Fe₃O₄ electrodes. Thus, it is possible to separately switch the magnetization of the two electrodes to enable an alternation of the magnetization alignment between parallel and antiparallel. In addition, the magnetization alignment in this electrode is stabilized due to the increased coercive field.
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2.8 Magnetooptic Kerr effect

The magnetooptical Kerr effect (MOKE) denotes the rotation of the polarization of linear polarized light after the reflection at a magnetized surface and was discovered by John Kerr \[52\] in 1876. As shown in the following sections, the rotation angle of the polarization is proportional to the strength of the magnetization. Thus, qualitative statements about the magnetization are possible using the rotation angle (Kerr angle). Furthermore, the Kerr angle can be measured as a function of the applied external magnetic field. The obtained magnetization curves can be used to determine the coercive field and the magnetic remanence.

Types of MOKE

Depending on the relative position of the magnetization to the sample surface and to the plane of incidence of light there are basically three types of MOKE geometries which are illustrated in Fig. 2.23.

- Polar MOKE (PMOKE)
  The polar MOKE occurs if the magnetization is perpendicular to the sample surface and parallel to the plane of incidence of light. The polarization of light is rotated (Kerr rotation) and elliptic after the reflection at the sample surface. The PMOKE increases with decreasing incidence angle regarding the surface normal.

- Longitudinal MOKE (LMOKE)
  In this case the magnetization is both parallel to the sample surface and parallel to the plane of incidence of light. A Kerr rotation and a change of the ellipticity of the polarization can be observed as well. However, the LMOKE decreases with decreasing incidence angle regarding the surface normal.

- Transversal MOKE (TMOKE)
  The transversal MOKE can be studied if the magnetization is parallel to the sample surface and perpendicular to the plane of incidence of light. In contrast to PMOKE
and LMOKE there is no modification of the polarization of light but a change of the measured light intensity.

Hybrid forms of these effects are detected if the magnetization is not exact parallel or perpendicular to the plane of incidence of light and the sample surface. The effects of the PMOKE and LMOKE which both alter the same properties of light can be separated afterwards.

MOKE geometries

In general, the described types of MOKE have to be distinguished from the so-called MOKE geometries. While the different types of MOKE are defined by the relative position of the magnetization to the sample surface and the incidence plane of light, the MOKE geometries are defined by the position of the external magnetic field $H$. A distinction between the types of MOKE and MOKE geometries is useful since the magnetization does not necessarily follow the external magnetic field especially for weak field strengths due to existing magnetic anisotropies. Thus, it is possible that several types of MOKE can occur simultaneously while using one MOKE geometry. The nomenclature of the MOKE geometries is ensued analogously to the types of MOKE.

Kerr angle and Kerr ellipticity

The experimentally obtained measured values are the Kerr angle $\theta_K$ and ellipticity angle $\epsilon_K$, which is a measure of the Kerr ellipticity $e_K$. The Kerr angle is defined as the angle between the incident linear polarized light $E_i$ and the semi-major axis of the reflected elliptic polarized light $E_{f,max}$ (cf. Fig. 2.24). The ellipticity of the reflected light is determined by the Kerr ellipticity with

$$e_K = \tan(\epsilon_K) = \frac{E_{f,min}}{E_{f,max}}$$

where $E_{f,min}$ and $E_{f,max}$ constitute the half axes of the ellipse. For very small angles $e_K = \epsilon_K$ is approximately valid. The combination of the Kerr angle $\theta_K$ and the Kerr ellipticity $e_K$ results in the complex Kerr angle

$$\phi_K = \theta_K + ie_K$$

which is proportional to the magnetization of the sample $^{53,54}$. With the Jones-matrix formalism $^{55}$ the reflection of the light at the sample can be described by the following matrix

$$\hat{R} = \begin{pmatrix} r_{ss} & r_{sp} \\ r_{ps} & r_{pp} \end{pmatrix}.$$  \hfill (2.72)

The entries in the matrix are the complex reflection coefficients for perpendicular (s) and parallel (p) polarized light with respect to the plane of incidence of light. The diagonal elements describe the modification of perpendicular or parallel polarization in the same direction. The addition of a p-polarized part to a s-polarized and vice versa is realized by the non-diagonal elements. Thus, a modification of the polarization direction is describable.
The complex Kerr angles can be determined by [56]
\[ \phi_s = -\frac{r_{ps}}{r_{ss}} \text{ or } \phi_p = \frac{r_{sp}}{r_{pp}}. \] (2.73)

The complex reflection coefficients depend on the dielectricity tensor \( \hat{\varepsilon} \) which describes the interaction of matter with electromagnetic waves. The non-diagonal elements of this tensor are proportional to the magnetic flux density \( B \), which is according to Eq. (2.55) proportional to the magnetization of the sample. Thus, it applies the following
\[ \phi_s = -\frac{r_{ps}}{r_{ss}} \propto \epsilon_{i,j} \propto B \propto M \text{ or } \phi_p = \frac{r_{sp}}{r_{pp}} \propto \epsilon_{i,j} \propto B \propto M. \] (2.74)

The proportionality factor between \( \phi_{s/p} \) and \( M \) is material-dependent so that the Kerr angle can not be used to compare the magnetizations of two samples.

**Separation of linear and quadratic MOKE**

The previous sections describe only linear dependencies on the magnetization. However, theoretical calculations in 1965 and experiments in 1990 have shown that the terms of the second order have to be considered for the correct description of the MOKE for some materials [57,58]. The second order effects of the MOKE are referred to as quadratic MOKE (QMOKE), while the first order contributions are designated as linear MOKE (LinMOKE). The LinMOKE has to be separated from the QMOKE since the pure proportionality to the magnetization shown in section 2.8 is only valid if there is no QMOKE and the magnetization is strictly in-plane or perpendicular to the external magnetic field.
For films with the film thickness
\[ D \ll \frac{\lambda}{4\pi n} \]  
(2.75)

where \( \lambda \) is the wavelength of the incident light and \( n \) is the refraction index of the reflecting material, according to Hamrle et al. [56] the complex Kerr angles are given by

\[ \phi_s = - \frac{r_{ps}}{r_{ss}} = A_s \left( \epsilon_{21} - \frac{\epsilon_{23}\epsilon_{31}}{\epsilon_d} \right) + B_s\epsilon_{31} \]  
(2.76)

or

\[ \phi_p = \frac{r_{sp}}{r_{pp}} = -A_p \left( \epsilon_{12} - \frac{\epsilon_{32}\epsilon_{13}}{\epsilon_d} \right) + B_p\epsilon_{13} . \]  
(2.77)

The dependency of the incidence angle and the refraction index are contained in the coefficients \( A_s/p \) and \( B_s/p \). The \( \epsilon_{i,j} \) are the elements of the dielectricity tensor. The constant \( \epsilon_d \) is the diagonal element of the zero order tensor. A detailed description of the second order tensor for cubic systems can be found in Ref. [59]. The relations for \( \phi_{s/p} \) shown in Ref. [56] are generalized for tetragonal systems and any orientation of the magnetization by Kuschel et al. [60] into

\[ \phi_{s/p} = \pm \frac{B_{s/p}K_{31}M_2 - A_{s/p}K_{12}M_3}{2G_{66} + \frac{\Delta G}{2} \left( 1 - \cos(4\alpha) \right) - \frac{K^2_{31}}{\epsilon_d}} - M_1M_2 \]
\[ \pm \frac{B_{s/p}G_{44}M_3M_1}{4 \sin(4\alpha)(M_2^2 - M_1^2)} \]  
(2.78)

Here, the angle \( \alpha \) is between the applied magnetic field and a magnetic easy axis of the cubic or tetragonal crystal. The magnetooptic anisotropy parameter is given by \( \Delta G = G_{11} - G_{12} - 2G_{44} \). The constants \( K \) and \( G \) correspond to the first order and second order terms of the dielectricity tensor. According to Ref. [59] for cubic crystal systems \( K_{12} = K_{31}, G_{12} = G_{13} = G_{31}, \) and \( G_{44} = G_{66} \) apply. The linear terms which are proportional to \( M_2 \) and \( M_3 \) cause the LMOKE and PMOKE, respectively, so that the proportionality between the Kerr angle and the magnetization shown in Eq. (2.74) is only partly valid.

The symmetry of the magnetization reversal can be describes by \( M_{\text{incr.}}(H) = -M_{\text{decr.}}(-H) \) where \( M_{\text{incr.}}(H) \) and \( -M_{\text{decr.}}(-H) \) are the magnetization vectors for an increasing or decreasing magnetic field. A symmetrizing or antisymmetrizing of the measured curve of the Kerr angle in dependence of the external magnetic field can be achieved with

\[ \phi_{\text{lin/quad}} = \frac{\phi_{\text{incr.}}(H) \mp \phi_{\text{decr.}}(-H)}{2} . \]  
(2.79)

With Eq. (2.79), Eq. (2.78) can be separated into the LinMOKE part (subtraction)
\[ \phi_{s/p}^{\text{lin}}(H) = \pm B_{s/p} K_{31} M_2 - A_{s/p} K_{12} M_3 \] (2.80)

and the QMOKE part (summation)

\[ \phi_{s/p}^{\text{quad}}(H) = \pm A_{s/p} \left( 2G_{66} + \frac{\Delta G}{2} (1 - \cos(4\alpha)) - \frac{K_{31}^2}{\epsilon_d} \right) M_1 M_2 \] (2.81)

\[ \mp A_{s/p} \frac{\Delta G}{4} \sin(4\alpha)(M_2^2 - M_1^2) + B_{s/p} G_{44} M_3 M_1 \]
2.9 Ferromagnetic resonance

The ferromagnetic resonance (FMR) is based on the same principles as the electron paramagnetic resonance (EPR), but instead of paramagnetic materials ferromagnetic materials are investigated. First, for the simplified explanation, there are no internal magnetic fields ($H_{int}=0$) and no anisotropy fields ($H_K=0$). If a static external magnetic field is applied to a sample, a torque is exerted to the magnetic moments $\mu$ in the sample so that they start to precess like gyroscopes around the axis of the magnetic field ($H_0$) (Larmor precession). Here, the change of the magnetic field when switching on is already the trigger. In thin ferromagnetic films all magnetic moments are arranged parallel to each other so that the sum of all magnetic moments in the volume are given by the magnetization $M$. The precession of the magnetization $M$ around the axis of the magnetic field is shown in Fig. 2.26. It will not stop without any damping. The corresponding equation of motion without damping is given by

$$\frac{\partial M}{\partial t} = -\gamma [M \times H_0] \quad \text{with} \quad \gamma = \frac{g \mu_B}{\hbar} = g \frac{e}{2mc}$$

(2.82)

where $g$ is the Landé g-factor and $\gamma$ the gyromagnetic ratio \(^{[61]}\). The solution of the equation of motion leads to the Larmor frequency $\omega = \gamma H_0$ at which the magnetization $M$ rotates around the z-axis defined by $H_0$.

Quantum mechanically, the external magnetic field causes also a splitting of the energy levels in the atom (Zeeman effect) which is shown schematically for a twofold degenerated energy level with $S = \frac{1}{2}$ in Fig. 2.26. The size of the splitting depends on the strength of the external magnetic field $H_0$ and is given by $\Delta E = g \mu_B H_0$. Between these splitted energy levels inside a multiplet magnetic dipole transition (M1) can be excited. Considering the selection rule for magnetic transitions $\Delta m = \pm 1$, the exciting electromagnetic wave has to be polarized in one plane perpendicular to the static magnetic field. For typical magnetic fields of an electromagnet in the laboratory, the transition frequencies have to be in the microwave range (1 to 100 GHz). Thus, if a microwave is radiated perpendicular to the magnetic field and the resonance condition

![Fig. 2.25: Precession cone of the magnetization with driving field $H_0$. The opening angle $\vartheta$ is magnified for a better view.](image-url)
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\[ h\nu = g\mu_B(H_0 + h_{rf}) \]  \hspace{1cm} (2.83)

is fulfilled, absorption can occur (ESR). Here, the magnetic field component \( h_{rf} \) of the microwave is also considered. The magnetic field at which the resonance absorption takes place is denoted by \( H_{\text{res}} \). This implies for the precession of \( M \) an increasing of the angle \( \vartheta \). It can be easily seen, that Eq. (2.83) is equivalent to the Larmor frequency.

The resonance condition is more complicated for ferromagnetic materials since additional internal fields are induced by anisotropy fields \( H_K \) and the exchange coupling \( H_{\text{int}} \). Landau and Lifschitz \[^{[62]}\] have shown that in this case the expression \( H_0 + h_{rf} \) has to be replaced by the effective magnetic field \( H_{\text{eff}} = H_0 + h_{rf} + H_K \). Thus, the magnetization does not precess around the external magnetic field but around the effective magnetic field. If \( M \parallel H_{\text{int}} \), \( H_{\text{int}} \) modifies as well the effective magnetic field. Since Eq. (2.83) is no longer valid to describe the resonance frequency, a new solution has to be found for Eq. (2.82).

An easy way to calculate the resonance frequency is the approach of Smit and Beljers \[^{[63]}\]. This approach was also independently deduced by Suhl \[^{[64]}\] and Gilbert \[^{[65]}\]. To do this, Eq. (2.82) is converted into spherical coordinates (cf. Fig. 2.19) assuming a constant saturation magnetization \( M_S = \text{const.} \) and can be described by

\[ \frac{d\vartheta}{dt} = \gamma \frac{\partial H}{\partial \varphi} \quad \text{and} \quad \frac{d\varphi}{dt} \sin(\vartheta) = -\gamma \frac{\partial H}{\partial \vartheta} \] \hspace{1cm} (2.84)

In the thermodynamic equilibrium \( M \) is parallel to \( H_{\text{eff}} \). \( H_{\text{eff}} \) can be expressed by the free energy density \( F \) with

\[ H_{\text{eff}} = -\frac{\partial F}{\partial M_S}. \] \hspace{1cm} (2.85)

Eq. (2.85) can be used to determine the equilibrium orientation of \( M \) which is defined by
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the polar angle \( \vartheta \) and the azimuthal angle \( \varphi \) for which \( F \) is minimal using

\[
\frac{\partial F}{\partial \vartheta} \bigg|_{\vartheta} = 0 \quad \text{and} \quad \frac{\partial F}{\partial \varphi} \bigg|_{\varphi} = 0 \ . \tag{2.86}
\]

The Eqs. (2.86) are not valid if \( M \) differs from the equilibrium position \((\vartheta, \varphi)\) by small deflections

\[
\delta \vartheta(t) = \vartheta(t) - \vartheta \quad \text{with} \quad \delta \vartheta \ll \vartheta \ \text{and} \tag{2.87}
\]

\[
\delta \varphi(t) = \varphi(t) - \varphi \quad \text{with} \quad \delta \varphi \ll \varphi \ . \tag{2.88}
\]

Consequently, \( M \) is distracted by a torsional moment caused by the effective magnetic field \( H_{\text{eff}} \). The linear development of \( \frac{\partial F}{\partial \vartheta} \) and \( \frac{\partial F}{\partial \varphi} \) gives

\[
\frac{\partial F}{\partial \vartheta} = \frac{\partial^2 F}{\partial \vartheta^2} \delta \vartheta + \frac{\partial^2 F}{\partial \vartheta \partial \varphi} \delta \varphi \tag{2.89}
\]

\[
\frac{\partial F}{\partial \varphi} = \frac{\partial^2 F}{\partial \varphi \partial \vartheta} \delta \vartheta + \frac{\partial^2 F}{\partial \varphi^2} \delta \varphi \ . \tag{2.90}
\]

With Eq. (2.82) a linear equation system is given which describes the small oscillations of \( M \) around the equilibrium condition

\[
- \frac{M}{\gamma} \sin(\vartheta) \frac{\partial (\delta \vartheta)}{\partial t} = \frac{\partial^2 F}{\partial \varphi \partial \vartheta} \delta \vartheta + \frac{\partial^2 F}{\partial \varphi^2} \delta \varphi \tag{2.91}
\]

\[
\frac{M}{\gamma} \sin(\vartheta) \frac{\partial (\delta \varphi)}{\partial t} = \frac{\partial^2 F}{\partial \varphi^2} \delta \vartheta + \frac{\partial^2 F}{\partial \vartheta \partial \varphi} \delta \varphi \ . \tag{2.92}
\]

This homogeneous system of equations has periodic solutions of the form \( \delta \vartheta, \delta \varphi \propto e^{i\omega t} \) if the determinant is zero

\[
\frac{\partial^2 F}{\partial \vartheta \partial \varphi}^2 - \frac{\partial^2 F}{\partial \vartheta^2} \frac{\partial^2 F}{\partial \varphi^2} + \left( \frac{\omega}{\gamma} \right)^2 M^2 \sin^2(\vartheta) = 0 \ . \tag{2.93}
\]

From this equation we obtain the searched resonance equation in the form from Smit and Beljers \[63\]

\[
\omega = \gamma H_{\text{res}} = \frac{\gamma}{M \sin(\vartheta)} \left\{ \frac{\partial^2 F}{\partial \vartheta \partial \varphi} \frac{\partial^2 F}{\partial \varphi^2} - \frac{\partial^2 F}{\partial \vartheta^2} \right\}^{\frac{1}{2}} \ . \tag{2.94}
\]

Depending on the analyzed material some anisotropy contributions of \( F \) can be neglected. Thus, for the data evaluation one has to consider which anisotropy contributions play a role in the investigated system.
3 Material system

3.1 Magnesium oxide

Magnesium oxide (MgO) is a colorless hygroscopic solid mineral. It crystallizes in the rock salt structure with a lattice constant of \( a_{\text{MgO}} = 421.17 \text{ pm} \) and a density of 3.58 g/cm\(^3\). Both the \( \text{Mg}^{2+} \) ions and the \( \text{O}^{2-} \) ions form a face-centered-cubic (fcc) sublattices in this rock salt structure which are shifted by half a lattice constant against each other. Hence, the \( \text{Mg}^{2+} \) ions are in the octahedral sites of the \( \text{O}^{2-} \) fcc lattice so that a \( \text{Mg}^{2+} \) ion is surrounded by six \( \text{O}^{2-} \) ions and vice versa (cf. Fig. 3.1). The primitive surface unit cell of MgO in the (001) plane is rotated by 45° compared to the bulk unit cell and has a lattice constant of \( a_{s,\text{MgO}} = a_{\text{MgO}}/\sqrt{2} \). The vertical layer distance of MgO is \( a_{\text{MgO}}/2 \).

Furthermore, MgO is an insulator with a band gap of 7.8 eV and consequently transparent to visible light. It is diamagnetic and the melting point of MgO is at 2852°C. MgO with an orientation of (001) is used as the substrate for all films presented in this thesis.

3.2 Nickel oxide

Nickel(II) oxide (NiO, cf. Fig. 3.1) has basically the same rock salt structure as MgO, but instead of \( \text{Mg}^{2+} \) ions there are \( \text{Ni}^{2+} \) ions in the octahedral sites of the O\(^{2-}\) fcc lattice (cf. Fig. 3.1). NiO has a lattice constant of \( a_{\text{NiO}} = 417.69 \text{ pm} \) and a density of 6.67 g/cm\(^3\). The surface unit cell of NiO is \( a_{s,\text{NiO}} = a_{\text{NiO}}/\sqrt{2} \) and the vertical layer distance of NiO is \( a_{\text{NiO}}/2 \). In principle, NiO is an insulator (band gap between 3.6 eV to 4.0 eV) like MgO and transparent to visible light\(^{[66]} \). In fact, NiO is non-stoichiometric and its color depends on the Ni:O ratio. Stoichiometrically correct NiO is green, while the non-stoichiometric NiO is black. NiO is antiferromagnetic up to the Néel temperature of \( T_N = 523 \text{ K} \) and the melting point is at 1955°C.

3.3 Iron

Iron (Fe) is a transition metal with the symbol Fe and atomic number 26. It belongs to the 8th subgroup of the periodic system of elements and has an electronic configuration of [Ar]3d\(^6\)4s\(^2\). Pure iron occurs in the three different modifications \( \alpha-, \gamma-, \) and \( \delta-\)iron. The \( \alpha-\)Fe is the thermodynamic most stable modification up to a temperature of \( T_\alpha = 911 \text{ °C} \). It crystallizes in the body-centered cubic crystal structure with a lattice constant of \( a_{\text{Fe}} = 286.65 \text{ pm} \) and a vertical layer distance of \( a_{\text{Fe}}/2 \). The lattice constant of the primitive surface unit cell of iron conforms to the lattice constant of its crystal structure. The melting point of \( \alpha-\)Fe is at 1538°C, while its density is 7.87 g/cm\(^3\). The ferromagnetic \( \alpha-\)Fe becomes paramagnetic above a Curie temperature of \( T_C = 768 \text{ °C} \). The color of iron is lustrous metallic.
with a grayish tinge and is not transparent for visible light.
The most common oxidation states of iron are +2 and +3, however oxidation states from -2
to +6 are also possible. The iron oxides which are likely to grow on MgO(001) are presented
in the following.

3.4 Wüstite

Wüstite (FeO) is a non-stoichiometric iron oxide which contains mainly Fe$^{2+}$ ions. Thus, the
exact chemical formula is Fe$_{1-\delta}$O. It crystallizes like MgO and NiO in rock salt structure
with a lattice constant of 433.2 pm. Therefore, the unit cell and the surface unit cell can be
defined analogously to MgO and NiO. If $\delta > 0$ the missing Fe$^{2+}$ ions are compensated by
3.5 Magnetite

Magnetite (Fe₃O₄) is an iron(II,III) oxide and crystallizes in the inverse spinel structure with a lattice constant of \(a_{Fe₃O₄} = 839.64\,\text{pm}\) and a density of 5.2 g/cm³. The bulk unit cell of magnetite consists of 32 oxygen ions (O²⁻), which form an fcc sublattice. The 32 octahedral sites of the cation sublattice are half occupied by 8 Fe³⁺ and 8 Fe²⁺ ions forming a 2×1 superstructure for each (001) plane of the sublattice. Both kinds of ions are randomly distributed on these sites. 8 of the 64 tetrahedral sites in the bulk unit cell are occupied by Fe³⁺ ions (cf. Fig. 3.3). Magnetite is ferrimagnetic up to the Curie temperature of \(T_C = 850^°\text{C}\) [67]. The ferrimagnetism originates from different magnetic moments on octahedral and tetrahedral sites coupled antiparallel [5]. The magnetic moments of the Fe³⁺ ions on tetrahedral compensate the antiparallel magnetic moments of the Fe³⁺ ions on octahedral sites. Thus, the magnetic moments of the Fe²⁺ ions on octahedral sites are uncompensated leading to a saturation moment of 4.07 \(\mu_B\) [68]. Moreover, magnetite is half-metallic [9] with full spin polarization at the Fermi level.

For bulk magnetite a phase transition occurs at the Verwey temperature \(T_V = 125\,\text{K}\). Be-
low $T_V$ magnetite adopts a monoclinic structure, becomes insulating and its susceptibility changes. Thus, the conductivity drops by several orders of magnitude while spontaneous magnetization intensity decreases only minimally if at all. For thin magnetite films, however, the Verwey temperature depends on the film thickness. At $T > T_V$ the magnetic easy axes of bulk magnetite are in $\langle 111 \rangle$ directions due to the magnetocrystalline anisotropy. However, for magnetite thin films the shape anisotropy dominates and the easy axes are in $\langle 110 \rangle$ directions (cf. subsubsection 2.7). As $T$ approaches $T_V$ the magnetocrystalline anisotropy becomes weaker and magnetite is almost isotropic until the phase transition from cubic to monoclinic occurs [69].

### 3.6 Maghemite and Hematite

Maghemite ($\gamma$-Fe$_2$O$_3$) is an iron(III) oxide. Thus, it contains solely Fe$^{3+}$ ions. Maghemite crystallizes like magnetite in the inverse spinel structure with a lattice constant of $a_{\text{Fe}_2\text{O}_3} = 835.15$ pm and a density of 4.86 g/cm$^3$. The Fe$^{3+}$ ions occupy $13\frac{1}{2}$ of the octahedral and 8 of the tetrahedral sites of the O$^{2-}$ fcc lattice. Maghemite is ferrimagnetic [70] which is the result of the average excess of Fe$^{3+}$ ions on the octahedral sites leading to a saturation moment of $\approx 2.5 \mu_B$. The Curie temperature of maghemite is $T_C = 950$ K [71]. Maghemite is a semiconductor with a band gap of 2 eV [72]. It is chemical stable, has a low cost, and is therefore used as a magnetic pigment in electronic recording media since the 1940s [70].

### 3.7 Antiphase boundaries

During the growth of magnetite or maghemite on MgO(001) frequently antiphase boundaries (APBs) are formed [73–76]. APBs emerge if two islands coalesce which have started to grow at different nucleation centers on a MgO substrate. The doubled size of the magnetite or maghemite lattice constant compared to MgO is the reason for these domain boundaries. As a result, the space between two islands can be smaller than the size of an magnetite or maghemite unit cell and an APB occur (cf. Fig. 3.4). There are several detailed studies on the influence of growth parameters on the density of APBs [73] and the effect of APBs on the properties of magnetite [73, 74]. It was found that the density of APBs is related to the deposition temperature [73] and can be decreased by post-deposition annealing. Another way to lower the density of APBs is a higher deposition rate due to the higher mobility of the ions absorbed at the surface. APBs can suppress the Verwey transition [73, 76] and reduce the magnetization in thin magnetite films [77]. In addition, it is impossible to reach the saturation magnetization even with strong magnetic fields due to APBs [77].
3.7. Antiphase boundaries

Fig. 3.4: Depiction in side view and top view of a thin film with antiphase boundaries grown on a substrate.
4 Experimental setup

The sample preparation and the *in situ* surface characterization by LEED and XPS were performed in a multi chamber ultra high vacuum (UHV) system. The UHV is necessary to increase the mean free path of the electrons and to minimize the contamination of the substrate surface. The mean free path of electrons and other particles is above 10 cm if the base pressure is below $10^{-3}$ mbar. A cleaned surface is covered by ad atoms within few seconds at a base pressure of $10^{-6}$ mbar. A principle drawing of the multi chamber UHV system is depicted in Fig. 4.1. The multi chamber UHV system consists of three single chambers, which are connected by a transfer system. New substrates or fabricated samples are loaded or unloaded via the load lock. The oxide film systems analyzed in this thesis were grown on $10 \times 10 \times 0.5$ mm$^3$ MgO(001) single crystals, which are commercially available from CrysTek GmbH or MaTeck GmbH.

The sample preparation was carried out in the preparation chamber with a base pressure of $10^{-8}$ mbar. The preparation chamber is equipped with a manipulator and an electron
bombardment based heating system, a high precision leak valve to adjust low oxygen partial pressures, and two evaporators for nickel and iron deposition.

4.1 LEED and XPS setup

The analysis chamber provides a back-view LEED system and an XPS system consisting of a SPECS XR-50 X-ray tube with an Al anode and a Phoibos HSA 150 hemispherical analyzer. The Al K\(\alpha\) line (linewidth 850 meV) with an energy of 1486.6 eV is the dominant photon energy in the emission spectrum of such aluminium tubes. The energy resolution of the analyzer is 0.2 eV.

The setup of a typical XPS experiment is shown in Fig. 4.2 and consists basically of an X-ray source and an energy dispersive electron detector. Either an X-ray tube or synchrotron radiation can be used as X-ray source. To detect the electrons energy-resolved often a hemispherical analyzer is used. In the analyzer, the kinetic energy of the electrons \(E_{\text{kin}}\) is reduced to \(E'_{\text{kin}}\) by the work function \(\phi_{\text{spec}}\). Only electrons with the desired kinetic energy \(E'_{\text{kin}}\) can pass the analyzer. This kinetic energy is also called pass energy. The electrons are detected at the detector by channeltrons. The work function is realized by a lens system where adjustable electric fields are applied which specify the kinetic energy \(E'_{\text{kin}}\). Considering Eq. (2.48) the binding energy \(E_B\) is given by

\[
E'_{\text{kin}} = E^{\text{kin}} - (\phi_{\text{spec}} - \phi) \tag{4.1}
\]

\[
E_B = h\nu - E'_{\text{kin}} - \phi_{\text{spec}} \tag{4.2}
\]

The LEED system is an ErLEED 150 also from the company SPECS. The control unit

ErLEED 1000A is connected to a computer and the diffracted electrons are mapped to a fluorescence screen using a 3-grid LEED optic. Pictures of the obtained diffraction patterns are taken by a camera which is also connected to the same computer as the LEED control unit. A typical LEED setup consists of an electron source (electron gun) which generates an electron beam with a constant kinetic energy. The electron beam is directed perpendicular to
4.2 Sample preparation

The films in the presented studies were prepared using different preparation methods described in the following. Prior to the thin film deposition the substrates have been cleaned by heating at 400°C in a 10^-4 mbar oxygen atmosphere for one hour. This leads to substrates with high crystalline quality and flat surfaces, which have no contamination by impurity atoms as proved by XPS.

The metallic iron films were grown using molecular beam epitaxy (MBE). Here, the substrate is first annealed to the desired deposition temperature and the evaporators are adjusted to deliver a certain deposition rate as measured by an oscillation quartz balance. Both iron and
nickel evaporator are based on electron beam heating. Electrons emitted from a tungsten filament are accelerated by high voltage towards the nickel or iron source. The high voltage is directly applied to the iron or nickel rod. Iron or nickel sublimate before they start to melt due to the UHV conditions. As soon as all parameters are adjusted the evaporator shutter is opened to start the deposition. When the desired film thickness is reached the shutter is closed to stop deposition.

Two methods were used to grow iron oxide. The first method conforms the preparation of metallic iron film except that iron is deposited in an oxygen atmosphere. The evaporated iron atoms react with the oxygen molecules and iron oxide is formed on the substrate. Oxygen partial pressures between $10^{-4}$ and $10^{-6}$ mbar are adjusted using the leak valve. This deposition technique is called reactive molecular beam epitaxy (RMBE).

Another possibility to grow iron oxide is to oxidize a previously grown iron film. Therefore, the iron film was annealed in oxygen atmosphere after preparation.

After each preparation step in-situ LEED and XPS measurements were performed to check the surface structure and the chemical composition of the sample.

4.3 *In situ* distinction of the different iron oxide phases by LEED and XPS

The in-situ characterization by LEED and XPS was used to ensure that the desired material was grown successfully. The comparison of the Fe 2p peak region of the measured sample with reference spectra is a appropriate method to figure out which iron oxide phase is present. The reference spectra of the iron oxide phases wüstite, magnetite and maghemite which are likely to grow on MgO substrates are shown in Fig. 4.4. Furthermore, the Fe 2p spectra of a metallic iron film is depicted in Fig. 4.4 by way of comparison. While wüstite contains solely Fe$^{2+}$ ions, maghemite exclusively comprises Fe$^{3+}$ ions. Both wüstite and maghemite have characteristic charge transfer satellites at 714.7 eV and 718.8 eV, respectively (cf. Fig. 4.4). Magnetite contains bivalent and trivalent iron ions at the ratio of 1/2. Thus, the two charge transfer satellites overlap and form a plateau so that no apparent satellites are visible. This plateau is characteristic of the Fe 2p region of magnetite. The Fe 2p photo emission peaks of the iron oxides are obviously shifted to higher binding energies compared to metallic iron. Due to the absence of oxygen the Fe 2p region of metallic iron exhibits no charge transfer satellites. Besides the analysis of the stoichiometry, the surface structure of the grown iron oxide films can also give a hint which iron oxide phase was grown. Examples for LEED patterns of (a) MgO(001), (b) Fe(001), (c) Fe$_3$O$_4$ and (d) Fe$_2$O$_3$ are shown in Fig 4.5. Since magnetite and maghemite have a lattice constant which is twice as big as the lattice constant of MgO, the $1 \times 1$ structure of magnetite and maghemite has half the size in reciprocal space. The surface structure of magnetite can be distinguished from the surface structure of maghemite by the $(\sqrt{2} \times \sqrt{2})R45^\circ$ superstructure which is characteristic feature of magnetite [79-81]. Since wüstite has basically the same crystal structure as MgO they have the same surface structure. Although iron has a bcc structure it has the same surface structure as MgO.
4.3. *In situ* distinction of the different iron oxide phases by LEED and XPS

**Fig. 4.4:** XPS reference spectra of the Fe 2p region of the different iron oxide phases [78].

**Fig. 4.5:** Typical LEED images of (a) a MgO(001) substrate, (b) an Fe(001) film, (c) an Fe$_3$O$_4$(001) film, and (d) an Fe$_2$O$_3$(001) film. The smallest white square indicate the ($\sqrt{2} \times \sqrt{2}$)R45° surface superstructure of the magnetite, while the bigger white squares indicate the (1 x 1) surface structures.
4.4 MOKE setup

The MOKE experiments are performed with the setup shown in Fig. 4.6. The light source is a He-Ne-laser with a wavelength of $\lambda = 632.8$ nm and an incidence angle of $45^\circ$ to the sample. The intensity of the laser light can be adjusted using a combination of $\lambda/2$ plate and polarizer. In addition, the polarizer can be utilized to switch between p-polarized ($0^\circ$) and s-polarized ($90^\circ$) light.

The spatial orientation of the spring mounted sample holders can be varied by adjusting screws. Moreover, the sample holder is rotated by an electromotor and its position is measured by an angle meter (goniometer). Both electromotor and angle meter are controlled by a computer program\[82\]. The pole shoes of two electromagnets are aligned parallel to the sample surface and perpendicular or parallel to the incidence plane of light. These position of the electromagnets corresponds to the LMOKE and TMOKE geometry, respectively. A Hall probe is mounted close to the sample to determine the magnetic field strength.

The incident laser light is reflected at the sample surface and passes a photoelastic modulator (PEM) and an analyzer before it reaches the photo diode. The PEM consists of a piezo crystal, whose refraction index is modulated by an applied alternating voltage with the frequency $\Omega$. This induces a time-dependent phase shift of the light component parallel to the modulation axis. Thus is described by the modulation $\Delta = \Delta_0 \sin(\Omega t)$. The retardation $\Delta_0$ is attuned to $184^\circ$ to achieve an optimal signal to noise ratio\[83\]. The analyzer is rotated by $45^\circ$ to the
modulation axis of the PEM. As a consequence, the modulated polarization is converted into an intensity modulation and can be detected by the photo diode.

### 4.5 FMR setup

![Image of FMR setup](image)

**Fig. 4.7:** Sketch of the VNA-FMR setup. The geometry of the external magnetic field and the rf field is magnified on the right side. Taken from Ref. [84]

The dynamic characterization was carried out using a broadband vector network analyzer - ferromagnetic resonance (VNA-FMR) setup shown in Fig. 4.7. Therein, the two-port Agilent E8364B VNA acts as source and detector in a frequency range from 10 MHz to 50 GHz. The microwave is coupled from port 2 via an 80 µm wide coplanar waveguide (CPW) to the sample surface. There, it acts as an altering excitation field perpendicular to the external field and parallel to the sample surface causing a precessional motion of the spins. To record the transmission of the sample, the microwave signal is guided to port 1 allowing for the detection of the complex scattering parameter S21. Moreover, a rotation of the sample stage is realized to enable in-plane angle-dependent measurements, whereas out-of-plane angular rotations are realized by the rotary 2.2-T-magnet. Finally, the resonance spectra are obtained by sweeping the external field at fixed frequencies. An example of a measured FMR signal is shown in Fig. 4.8 which is basically the derivation of the actual absorption signal (cf. Fig. 4.8 (inset)). Similar to the MOKE experiments the FMR signal can be measured in dependence on the azimuthal sample rotation to analyze the in-plane anisotropy of the film system.
Fig. 4.8: In the ideal case with only Gilbert damping the FMR absorption signal has a lorentzian shape with the maximum at $H_{res}$ (cg. inset). Due to technical reasons mostly the derivation of the adsorption is measured.
4.6 Experimental setup for synchrotron radiation experiments

All X-ray scattering experiments presented in this work were carried out at Deutsches Elektronen-Synchrotron (DESY), Hamburg at PETRA III beamline P08 \([85,86]\) and at DORIS III beamline W1 \([34]\). Synchrotron radiation is superior to laboratory X-ray sources for thin film investigation due to the higher intensities and, therefore, higher sensitivity as well as higher energy resolution.

4.6.1 Generation of synchrotron radiation

The generation of synchrotron radiation is based on the fact that every accelerated charged particle emits energy in form of electromagnetic waves \([87]\). The charged particles are usually accelerated in a combination of linear and circular accelerators (cf. Fig. 4.9). At DESY the linear accelerator LINAC accelerates the charged particles (positrons or electrons) to a velocity close to speed of light. Due to the limited length of the linear accelerators the kinetic energy of the particles is also restricted. Therefore, the particles are injected into the ring accelerators PIA and DESY to increase the velocity of the particles even further to prepare them for the injection into the storage rings PETRA III or DORIS III. In both the linear accelerator and the ring accelerator the acceleration is achieved by cavity resonators \([88]\). The energy of the particle beam in the storage ring is finally kept constant which results in a very stable radiated beam. Thus, the spectrum of the emitted radiation is not shifting due to the change of the particle energy.

Modern storage rings have a polygon shape and are not complete circular. The straight
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**Fig. 4.10:** Transformation of the radiation field of an electron traveling along a circular path (a) non-relativistic velocity (b) relativistic velocity. This picture is adapted from Ref. [87] and was revised in Ref. [37].

section of such a polygon are connected by so-called bending magnets which deflect the particles from one straight section into the following one. Due to their relativistic velocity the particles have an altered radiation field compared to particles at non-relativistic velocity (cf. Fig. 4.10). At non-relativistic velocity the radiation of the particles has a toroidal shaped dipole radiation pattern with the main axis pointing into the direction of the accelerating force. For velocities close to the speed of light relativistic effects and the Doppler shift have to be considered. Thus, the radiation field becomes a cone with its center pointing into the direction of propagation (cf. Fig. 4.10).

Only light particles like electrons and positrons are appropriate to generate synchrotron radiation since the emitted radiation is proportional to the particle mass $m$ by the factor $\frac{1}{m^4}$ [87]. Both electrons and positrons collide with the residual gas and generate positive charged particles in the storage ring. Thus, the beam lifetime of positrons is higher since they repel the positive charged particles in their path [89,90]. However, electrons can be generated easier than antimatter particles such as positrons and for the small particle beam sizes the interaction with the residual gas is negligible. Therefore, currently electrons are used in the storage ring PETRA III. But before DORIS III has been shut down, positrons were used in both DORIS III and PETRA III.

The synchrotron radiation for experimental usage is generated by devices such as bending magnets, wigglers and undulators. The most basic of these devices are the bending magnets. They are placed between straight sections of the polygon shaped storage rings to force the charged particles onto a circular path due to Lorentz force whereby the particles are accelerated and emit radiation. The emitted spectrum of this radiation is continuous and depends both on the bending radius which is determined by the ring geometry and the particle energy. In order to obtain higher beam intensities and smaller beam sizes wigglers and undulators were developed. Both wigglers and undulators consist of periodically alternating magnetic structures, which can be considered as an accumulation of many bending magnets. As a result the particles are forced on an oscillating path emitting radiation at each direction change. Wigglers and undulators can be distinguished by the strength of the magnetic field, the displacement of the particles from its straight path, and their characteristic emission spectra. In a wiggler, the particles have a larger displacement than in an undulator and a wiggler produces a continuous energy spectrum like a bending magnet does, but shifted to higher energies and with larger intensities. The particles oscillate with a smaller amplitude in an undulator, thus, the emitted overlapping waves show constructive or destructive interference.
4.6. Experimental setup for synchrotron radiation experiments

As a result, a typical undulator spectrum exhibits sharp intensity peaks at certain energies and its repetition at higher harmonics. The line spectrum of an undulator can be tuned within a spectra range by variation of the magnetic field which depends on the opening gab of the undulator [90].

4.6.2 Setup for XRR, XRD and GIXRD experiments at the beamlines W1 and P08

The synchrotron radiation for the X-ray diffraction beamline W1 at the DORIS III synchrotron is generated by a wiggler of 16 periods (length 2m). The continuous spectrum of the wiggler is filtered by a water cooled Si(111) double crystal monochromator (DCM). The first Si crystals of the DCM is aligned to fulfill the first order Bragg condition for the desired energy, while the second crystal is arranged so that it is hit by the diffracted beam of the first crystal and fulfills the same Bragg condition. As a result, only photons having the desired energy can pass the DCM. All X-ray scattering measurements at the beamline W1 were performed at photon energies of 10.5 keV corresponding to a wavelength of 0.118 nm.

The beamline P08 at the third generation synchrotron PETRA III is equipped with an undulator with 67 periods. Since the beamline P08 and the adjacent beamline P09 are located in the same straight section of the synchrotron a combination of DCM and large-offset monochromator (LOM) is needed to separate the beams of both beamlines. The DCM consists of two liquid nitrogen cooled Si(111) crystals which have a fixed offset of 22.5 mm. The LOM is basically also a DCM but with a significantly higher vertical offset of 1250 mm, which enables the separation of the beamlines P08 and P09 and the suppression of the higher harmonics. The synchrotron beam is focused and collimated by compound refractive beryllium lenses CRLs.

At the W1 beamline the endstation is equipped with a six-circle z-axis heavy load diffractometer, while at the P08 beamline endstation a 4S+2D type diffractometer [94] is installed. Both diffractometers are appropriate to perform the modes for XRD, XRR, and GIXRD measurements. The different modes are examplarily explained in the following for the W1 diffractometer shown in Fig. 4.11. The whole diffractometer can be rotated with respect to the incident beam by the angle $\alpha$. The sample is mounted at the pivot point of the diffractometer and the sample surface can be aligned by the sample goniometer. The sample is rotated by $\omega$ and the position of the detector is defined by the angles $\gamma$ and $\delta$. The XRD measurements of the specular diffraction rod are performed in the horizontal mode. In this mode, the sample is mounted horizontally on the sample stage so that the surface normal defined by the crystal planes is parallel to the incidence plane of the X-rays. The diffractometer rotation $\alpha$ and the detector rotation $\gamma$ are kept at zero. The incidence angle of the X-rays is defined by the sample rotation $\omega$ and the diffraction angle is the detector angle $\delta$. The incidence angle $\omega$ has to be rotated by the value $\theta$ and the diffraction angle has to be at the value $2\theta$ to fulfill the scattering conditions.

For the GIXRD measurements the vertical mode is used. In this mode, the sample is vertically mounted so that the surface normal of the crystal planes is perpendicular to the incidence plane of X-rays. The incidence angle of the X-rays is fixed and given by the diffractometer rotation $\alpha$. With the surface normal as rotation axis the sample can be rotated by 360° using the angle $\omega$. In combination with the sample rotation the detector angles $\gamma$ and $\delta$ can be used.
to obtain in-plane Bragg peaks as well as higher order diffraction rods. 
At both beamlines W1 and P08 a Mythen \cite{92} array detector was used for the measurements presented in this thesis. The Mythen detector has a higher dynamic range than a point detector and enables to create reciprocal space maps within a much smaller time compared to a point detector. Since the photon flux of \( \approx 10^{11} \) cps (counts per second) of the primary beam is too high for the Mythen detector, a primary beam monitor and a beam attenuator are installed to control the beam intensity, which shouldn’t be higher than \( \approx 10^6 \) cts to prevent damage from the detector. The background scattering is suppressed by an additional slit system in front of the detector tube.

\textbf{Fig. 4.11:} Sketch of the z-axis diffractometer at W1. The whole diffractometer can be rotated by the angle \( \alpha \) with respect to the incoming beam. The detector can be positioned by the rotations \( \delta \) and \( \gamma \), while the sample is rotated by the angle \( \omega \). The sample surface is aligned with the sample goniometer. In order to reduce the background scattering during the measurement a 4 blade slit system in front of the detector is used. Image taken from Ref. \cite{37}.
Magnetic anisotropy related to strain and stoichiometry of ultrathin iron oxide films on MgO(001)

T. Schemme, N. Pathé, G. Niu, F. Bertram, T. Kuschel, K. Kuepper, and J. Wollschläger

Abstract
Iron oxide films with different thicknesses (7.6 nm - 30 nm) were grown on clean MgO(001) substrates using reactive molecular beam epitaxy at 250 °C depositing Fe in a 5 × 10^{-5} mbar oxygen atmosphere. X-ray photoelectron spectra and low energy electron diffraction experiments indicate the stoichiometry and the surface structure of magnetite (Fe₃O₄). Film thicknesses and the lattice constants were analyzed ex situ by X-ray reflectometry and X-ray diffraction, respectively. These experiments reveal the single crystalline and epitactic state of the iron oxide films. However, the obtained vertical layer distances are too small to be strained magnetite and would rather suit to maghemite. Raman spectroscopy carried out to analyze the present iron oxide phase demonstrate that the films are partially oxidized to maghemite in air. This effect is most obvious for the thinnest magnetite film. Further magnetooptic Kerr measurements were performed to investigate the magnetic properties. While the thinnest film shows a magnetic isotropic behavior, the thicker films exhibit a fourfold magnetic in-plane anisotropy. The magnetic easy axes are in the Fe₃O₄ [110] direction. We propose that the magnetocrystalline anisotropy is too weak for very thin iron oxide films to form fourfold anisotropy related to the cubic crystal structure.
Structure and morphology of epitaxially grown Fe$_3$O$_4$/NiO bilayers on MgO(001)

T. Schemme, O. Kuschel, F. Bertram, K. Kuepper, and J. Wollschläger

Abstract

Crystalline Fe$_3$O$_4$/NiO bilayers were grown on MgO(001) substrates using reactive molecular beam epitaxy to investigate their structural properties and their morphology. The film thickness either of the Fe$_3$O$_4$ film or of the NiO film has been varied to shed light on the relaxation of the bilayer system. The surface properties as studied by X-ray photoelectron spectroscopy and low energy electron diffraction show clear evidence of stoichiometric well-ordered film surfaces. Based on the kinematic approach X-ray diffraction experiments were completely analyzed. As a result the NiO films grow pseudomorphic in the investigated thickness range (up to 34 nm) while the Fe$_3$O$_4$ films relax continuously up to the thickness of 50 nm. Although all diffraction data show well developed Laue fringes pointing to oxide films of very homogeneous thickness, the Fe$_3$O$_4$/NiO interface roughens continuously up to 1 nm root-mean-square roughness with increasing NiO film thickness while the Fe$_3$O$_4$ surface is very smooth independent on the Fe$_3$O$_4$ film thickness. Finally, the Fe$_3$O$_4$/NiO interface spacing is similar to the interlayer spacing of the oxide films while the NiO/MgO interface is expanded.
Modifying magnetic properties of ultra-thin magnetite films by growth on Fe pre-covered MgO(001)

T. Schemme, A. Krampf, F. Bertram, T. Kuschel, K. Kuepper, and J. Wollschläger

Abstract

Iron oxide films were reactively grown on iron buffer films which were deposited before on MgO(001) substrates to analyze the influence of the initial iron buffer layers on the magnetic properties of the magnetite films. X-ray photoelectron spectroscopy and low energy electron diffraction showed that magnetite films of high crystalline quality in the surface near region were formed by this two-step deposition procedure. The underlying iron film, however, was completely oxidized as proved by X-ray reflectometry and diffraction. The structural bulk quality of the iron oxide film is poor compared to magnetite films directly grown on MgO(001). Although the iron film was completely oxidized we found drastically modified magnetic properties for these films using the magnetooptic Kerr effect. The magnetite films had strongly increased coercive fields and their magnetic in-plane anisotropy is in-plane rotated by 45° compared to magnetite films formed directly by one step reactive growth on MgO(001).
8 Complex fourfold magnetocrystalline anisotropy of $\text{Fe}_3\text{O}_4$/Fe bilayers on MgO(001)
8.1 Abstract

In order to investigate the structural and magnetic properties of differently oxidized Fe thin films, three Fe layers have been grown on MgO(001). The films have been either left as grown, partially or completely oxidized. The stoichiometric, structural and magnetic properties of these films have been analyzed and compared. X-ray photoelectron spectroscopy and low energy electron diffraction indicate that the surface of the oxidized iron film has been transformed to magnetite. X-ray reflectometry measurements prove that, in case of the partially oxidized iron film, a Fe$_3$O$_4$/Fe bilayer was formed while there is no residual iron underneath the completely oxidized iron film. The prepared Fe$_3$O$_4$/Fe bilayer has a good crystalline quality as shown by transmission electron microscopy. However, grazing incidence X-ray diffraction and transmission electron microscopy have also demonstrated that the magnetite and the iron film of the bilayer have no homogeneous thickness due to the wavy Fe$_3$O$_4$/Fe interface. Magnetooptic Kerr effect and ferromagnetic resonance experiments reveal that the effective magnetic anisotropy of the bilayer is strongly influenced by a magnetic coupling between the Fe$_3$O$_4$ and Fe film. The magnetization curves of the bilayer have a higher coercive field than single iron films and a higher remanence than single magnetite films. The angular dependence of the coercive field of the bilayer, which is fourfold in the case of single magnetite or iron films due to the cubic crystalline magnetic anisotropy, exhibits a fourfold symmetry with additional features resulting in a complex fourfold magnetic anisotropy. FMR measurements provide all relevant magnetic parameters, such as anisotropies, as well as the coupling constant $J_1$. The angular dependence of the resonance field exhibits also a complex fourfold magnetic anisotropy. We found an appropriate model to calculate the resonance field of the magnetite and iron films using fourth and eighth order energy contributions of the crystalline field anisotropy.

8.2 Introduction

Improving the magnetic properties of thin ferromagnetic films is of huge interest for spintronic devices including magnetic tunnel junctions (MTJs) [93]. MTJs consist of two ferromagnetic films which are separated by an insulating non-magnetic film, the tunnel barrier. Among others it is important to control the alignment of the magnetizations in the ferromagnetic films, since the tunnel probability through the tunnel barrier depends strongly on the magnetic configuration. While there is a high tunnel current for a positive tunnel magnetoresistance (TMR) [7] if the magnetizations are parallel oriented, there is a low tunnel current for antiparallel alignment. For negative TMR it is vice versa [94]. Therefore, a high coercive field is advantageous to stabilize the magnetization alignment, which depends on the crystalline structure and the film thickness [26]. A specific way to influence the coercive field of one of the ferromagnetic films is via a coupling to another ferromagnetic or antiferromagnetic film such as iron (Fe) [95] or nickel oxide (NiO) [49]. A suitable electrode material for MTJs is the ferromagnetic magnetite (Fe$_3$O$_4$) due its high spin polarization at the Fermi level [10] and the resulting half-metallic character [9]. Moreover, magnetite has a Curie temperature [96] (587°C) considerably higher than room temperature and a saturation moment of about 4µ$_B$ [97]. An approved substrate to grow Fe$_3$O$_4$ with high crystalline quality by different deposition techniques is MgO(001) [12–14, 24–26], since the lattice mismatch of the inverse spinel structure of magnetite (a$_{Fe_{3}O_{4}}$=0.8396 nm) is only 0.3 % concerning the doubled MgO lattice constant.
In a recently published study regarding the growth of Fe$_3$O$_4$ on previously deposited iron we have shown, that the magnetic and structural properties of the magnetite film have drastically changed \cite{98}. The magnetite films have no homogenous thickness and the magnetic fourfold anisotropy is rotated by 45\degree.

In this study, we investigate and compare the stoichiometric, structural, and magnetic properties of either a non-oxidized, a partially or a completely oxidized iron film on MgO(001). For the partially oxidized iron film we found a complex fourfold magnetic anisotropy.

### 8.3 Experimental setup and sample preparation

The samples were prepared in an ultra high vacuum multi chamber system with a preparation chamber (base pressure of 10$^{-8}$ mbar) and an analysis chamber (base pressure of 10$^{-10}$ mbar). The preparation chamber was equipped with an electron beam evaporator for iron, an oxygen source and a heatable manipulator. In the analysis chamber the film surface can be characterized by low energy electron diffraction (LEED) and X-ray photoelectron spectroscopy (XPS). The X-ray source of the XPS system is an Al $K_\alpha$ anode (1486.7 eV). In order to deposit iron films on clean substrates, the MgO substrates were annealed at 400\degree C in 10$^{-4}$ mbar oxygen atmosphere for one hour. Three type of Fe films films were epitaxially grown at 250\degree C substrate temperature. Thereafter, one type was completely and another partially oxidized at 250\degree C substrate temperature and 10$^{-6}$ mbar oxygen atmosphere. The initial iron film thickness of the partially oxidized iron film was considerably thicker to maintain an iron film after the oxidation since we could not control the film thickness during the experiment. After each preparation step the stoichiometry and the surface structure were checked by XPS and LEED, respectively.

X-ray reflectivity (XRR) and grazing incidence X-ray diffraction (GIXRD) measurements (incident angle 0.5\degree) were carried out at the beamline P08 of HASYLAB (DESY, Hamburg) at an energy of 15 keV to determine the film thickness, interface properties and the structure of the films. Moreover, one partially oxidized Fe film was inspected with cross-section transmission electron microscopy (TEM, FEI Titan 80-300) and energy filtered transmission electron microscopy (EFTEM).

The magnetization reversal process of the films were analyzed by magnetooptical Kerr effect (MOKE). The used MOKE setup is the same as described by Kuschel et al. \cite{60,99}. The MOKE measurements were performed in the longitudinal setup geometry using a HeNe laser ($\lambda = 632.8\text{ nm}$) at an incidence angle of 45\degree. A photoelastic modulator with a modulation frequency of $f = 42\text{kHz}$ was used to modulate the polarization of the reflected beam. After the modulated polarization signal has been converted into an intensity signal by an analyzer (polarizer at 45\degree) the intensity was detected by a photo diode. The measured intensity of the $2f$-signal (using the lock-in technique) is proportional to the Kerr rotation angle within the small angle approximation. While the magnetization curve for $M_x$ is measured with an external magnetic in-plane field parallel to the plane of incidence of light, $M_y$ is determined by a 90\degree rotation of both sample and external magnetic field \cite{60,100}. In addition, a vibrating sample magnetometer (VSM) was used to determine the saturation magnetization. The VSM device is a Quantum Design Squid VSM. The anisotropy constants were obtained by ferromagnetic resonance (FMR) measurements. The FMR experiments were carried out using a
8.4 Results and discussion

8.4.1 Film stoichiometry and structure

The measured Fe 2p and Fe 3p spectra are shown in Fig. 8.1. The peak positions of the Fe 2p\(_{3/2}\) and Fe 2p\(_{1/2}\) peaks of the initially grown metallic iron film are located at binding energies of 706.7 eV and 719.7 eV, respectively. The binding energy of the Fe 3p peak of the iron film is at 52.7 eV. These peak positions are typical for metallic iron [101, 102].

After oxidation of the iron films at 250°C in 10\(^{-6}\) mbar oxygen, the Fe 2p peaks and the Fe 3p peak of the iron films are at higher binding energies proving the higher oxidation state of the iron atoms. In addition, the initially sharp Fe 2p and Fe 3p peaks of the metallic iron are broader since they consist of the superposed peaks of the Fe\(^{2+}\) and Fe\(^{3+}\) ions of the formed iron oxide. The Fe 2p\(_{3/2}\) and Fe 2p\(_{1/2}\) peaks are now at 710.6 eV or 723.6 eV and the Fe 3p peak is at 55.6 eV, which is consistent with already reported binding energies of magnetite [28, 78]. The shape of the Fe 2p peak and the absence of distinct charge transfer satellites point to the formation of magnetite at the surface after oxidation [103, 104]. The missing Mg 2p peak at about 49 eV proves that there is no Mg interdiffusion in the surface near region of the iron oxide film. Since the shape and the position of the Fe 3p and the Fe 2p spectra of a completely oxidized iron film are almost equal to a partially oxidized iron film we conclude that both type of films have Fe\(_3\)O\(_4\) stoichiometry. Both type of films have no trace of metallic iron at the surface as can be seen from the missing peak at 706.7 eV.

The distinct quadratic (1×1) diffraction pattern of an initially cleaned MgO(001) surface which originates from the surface unit cell of the rock salt structure is depicted in Fig. 8.2(a). The diffraction pattern of the iron films exhibit not only an ordinary (1×1) surface structure
8.4. Results and discussion

Fig. 8.2: LEED pattern of (a) cleaned MgO(001) substrate surface, (b) a previously grown iron film, and (c) an oxidized iron film. The large white square indicates the (1 × 1) structure of the MgO(001) surface, while the medium white squares indicate the (√2 × √2) R45° superstructure of the Fe(001) surface, respectively. The small white square signals the (1 × 1) of the iron oxide surface.

(c.f. Fig. 8.2(b)) but also a weak (√2 × √2) R45° reconstruction. The (1×1) structure of iron is basically the same as the (1×1) structure of MgO since the surface unit cell of the body centered cubic iron unit cell adapts the surface unit cell of MgO (lattice mismatch -3.7%). The (√2 × √2) R45° iron reconstruction is an indicative of a step-terrace-based thin film that is pure and atomically flat [105,106]. Thus, the iron surface has a good crystalline quality. The LEED measurement of the oxidized iron films are shown in Fig. 8.2(c) and reveals that the well ordered iron surface structure transforms into a Fe₃O₄(001)-(1×1) surface structure after oxidation since the reciprocal surface unit cell has half the size of both MgO(001) and Fe(001) unit cell. The alignment follows Fe₃O₄(001)[100]||Fe(001)[110]||MgO(001)[100]. The missing (√2 × √2) R45° superstructure could indicate that the surface is not well-ordered or the iron films are over oxidized and maghemite is formed at the surface. However, the XPS results contradict the formation of maghemite since there is no excess of Fe³⁺ ions at the film surface as can be seen from the missing XPS charge transfer satellites.

Furthermore, ex situ XRR measurements were carried out to determine the thickness and the roughness of the films after preparation. The analysis of the periodicity of the Kiessig fringes of the reflected intensities in Fig. 8.3 reveals the film thickness and the damping of the Kiessig fringes indicate the roughness of the films. The Kiessig fringes of a metallic iron film point to a film thickness of 14.0 nm. However, there is a beating which occurs for scattering vectors between q=0.17 Å⁻¹ and q=0.21 Å⁻¹ due to a thin (1.7 nm) iron oxide film on top of the iron film due to exposure to ambient conditions. A completely oxidized iron film exhibits only one kind of Kiessig fringes which belongs to a film thickness of 12.2 nm, so that the presence of a residual iron film can be ruled out. The reflected signal of a partially oxidized iron film exhibits a complex pattern of Kiessig fringes with two different oscillation...
Chapter 8. Complex fourfold magnetocrystalline anisotropy of Fe₃O₄/Fe bilayers on MgO(001)

Fig. 8.3: XRR measurements of a metallic iron film (red), a partially oxidized iron film (blue), and a completely oxidized iron film (green) grown on MgO(001).

lengths proving the existence of two different films. The film thickness of the residual Fe film is 16.1 nm, while the thickness of the Fe₃O₄ film is 29.1 nm. Thus, combining the XPS, LEED and XRR results so far the partially oxidized iron film can be considered as a Fe₃O₄/Fe bilayer and the completely oxidized iron film is a single magnetite film. The surface (0.1 nm) and Fe/MgO interface roughness (0.1 nm) of the metallic iron film is low compared to the interface roughnesses of the completely oxidized iron film (0.1 nm Fe₃O₄/MgO, 1.2 nm Fe₃O₄ surface) and the partially oxidized iron film (2.0 nm Fe/MgO, 1.9 nm Fe₃O₄/Fe, 0.1 nm Fe₃O₄/air), as concluded from the damping of the Kiessig fringes with increasing scattering vector. Thus, we assume that the surface of the formed magnetite films is not well ordered.

Ex situ GIXRD measurements were performed to analyze the crystal structure of the formed iron oxide and the iron films. For this reason, we performed GIXRD scans with the scattering vector \( q_L \) perpendicular to the surface. The GIXRD scans along the MgO (11L) rod for all films studied here are shown in Fig. 8.4. The vertical direction is indexed with respect to the atomic layer distance \( c \), which conforms to the size of the bulk unit cell of MgO. Here, \( L = q_L c / 2 \pi \) denotes the scaled vertical scattering vector. All scans exhibit distinct MgO(111) rock salt reflections of the substrate. In addition, the scan of the metallic and the scan of the partially oxidized iron film show broad Fe(101) Bragg peaks pointing to crystalline iron films. The Fe₃O₄(222) Bragg peaks of the bilayer and of the completely oxidized iron film appear weakly in the shoulder of the MgO(111) Bragg peak if at all. The missing Fe(101) Bragg peak in the scan of the completely oxidized iron film proves that there is no residual crystalline iron left after the oxidation process. The diffraction signal of the bilayer displays also the (224) Bragg reflection of magnetite which can also be observed for the completely oxidized iron film. The Fe₃O₄(224) Bragg reflection originates exclusively from Fe ions on the
tetrahedral sites of the inverse spinel structure\textsuperscript{[14]}. Thus, this indicates an at least partially ordered tetrahedral sublattice of a crystalline magnetite film since the (224) Bragg reflection of magnetite can clearly be seen. The overall missing Laue fringes point out that the formed magnetite films and the residual iron film do not have homogeneous film thickness. This observation confirms the high roughness of the films as determined by XRR.

The bilayer has also been examined by cross-section TEM measurements and EFTEM to analyze the bilayer structure and element distribution in more detail (cf. Fig. 8.5). The pseudo-color image of the cross section shows the distribution of oxygen (red) and iron (blue) in the bilayer (cf. Fig. 8.5 (a)). The cross section of the bilayer clearly consists of three sections. The first section at the bottom is the oxygen rich MgO substrate. Above the substrate follows the oxygen poor iron film. On top of the iron film is the magnetite film which contains of iron and oxygen ions.

In accordance with our GIXRD studies, the film characterization by TEM reveals that both the iron film and the magnetite film of the bilayer have a crystalline structure with sharp transitions between their atomic structures (cf. inserts Fig. 8.5 (b)) as can be easily seen at the atomic resolution TEM images. Though the interface between the magnetite film and the iron film is quite sharp it is also wavy so that both films have no homogeneous film thickness. This can be attributed to a non-homogeneous oxidation process. The interface between the iron film and the substrate is smooth despite the oxidation of the iron film. Thus, the TEM experiments confirm the XRR and GIXRD results which point to an Fe\textsubscript{3}O\textsubscript{4}/Fe bilayer with a crystalline iron film and a crystalline magnetite film with large interface roughness.
Fig. 8.5: (a) EFTEM and (b) TEM image of a cross section of the Fe$_3$O$_4$/Fe bilayer.
8.5 Magnetooptic Kerr effect

Ex situ MOKE measurements were performed in longitudinal geometry to determine the dependence of the magnetization on the direction of the external magnetic field for all samples. Figure 8.6 presents the magnetization curves of the Fe$_3$O$_4$/Fe bilayer (partially oxidized iron film), the metallic iron film and the completely oxidized iron film. The external magnetic field was applied in [110] direction of the MgO substrate, which coincides with the magnetite [110] direction as well as the Fe[100] direction. These axes are typical magnetic easy axes of magnetite [26,107] and iron films [60], respectively. While the magnetization curve of the completely oxidized iron film exhibits a small Kerr rotation for saturation and a high coercive field, the magnetization curve of the metallic iron film has a high saturation Kerr rotation and a lower coercive field. The measured Kerr rotation of the Fe$_3$O$_4$/Fe bilayer is slightly larger than for the metallic iron film while the coercive field is smaller than the coercive field of the completely oxidized iron film.

The small Kerr angle of the completely oxidized iron film in magnetic saturation has also been observed earlier for single magnetite films [26]. The high Kerr rotation for the bilayer indicates that the magnetization curve of the bilayer is dominated by its iron film. The coercive field of the bilayer and the completely oxidized iron film is higher than reported for magnetite in literature [26,108]. This can be attributed to the inhomogeneous film thickness of the bilayer and the completely oxidized iron film as determined by GIXRD and TEM. Thus, the magnetization curve of the bilayer combines the high Kerr rotation of its iron film with a higher coercive field.

Magnetization curves applying the external magnetic field in different azimuthal sample directions $\alpha$ were measured in one degree steps to analyze the magnetic anisotropy due to the crystalline structure of all films in more detail. The angular dependence of the magnetic remanence is depicted in Fig. 8.7. A distinct fourfold magnetic anisotropy can be seen for
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Fig. 8.7: Angular dependence of the Kerr angle in magnetic remanence. Maxima indicate magnetic easy directions, minima point to magnetic hard directions.

The metallic iron film and the bilayer. As pointed out before, both the metallic iron film and the bilayer have the magnetic easy axes in MgO{110} directions, which are well known for iron and magnetite films (see above). Although the magnetic remanence is almost equal for the bilayer and the metallic iron film, the maxima in the angular dependence of the magnetic remanence are more pronounced for the single iron film. The completely oxidized iron film, however, shows an almost isotropic behavior which can be attributed to the overall small Kerr angle of this film.

The magnetic hard and easy axes of the completely oxidized iron film can be easier observed in the angular dependence of the coercive field in Fig. 8.8. The completely oxidized iron film has the highest coercive fields and exhibits a distinct fourfold anisotropy with clear maxima in MgO{100} directions, due to the comparably high coercive field. In addition, there are sharp maxima in MgO{110} directions. These sharp maxima (spikes) at exact magnetic hard directions point to magnetic multidomain states in magnetic remanence and incoherent magnetization rotation (some magnetic domains rotate clockwise, some counterclockwise) between magnetic saturation and magnetic remanence. The magnetic moments are frustrated when choosing the next magnetic easy axis during the reversal process.

As reported in literature, the magnetic easy axes of magnetite thin films are commonly in MgO{110} directions. This rotation by 45° observed here has been reported earlier and could be related to the poor structural quality of the completely oxidized iron film. The metallic iron film displays the same fourfold magnetic anisotropy with maxima for MgO{110} directions as seen in magnetic remanence (cf. Fig. 8.7). However, differences between magnetic easy and hard axes are much less pronounced due to the small coercive field of the metallic iron film. Moreover, no spikes can be seen at magnetic hard directions indicating a coherent magnetization rotation.

The angular dependence of the coercive field of the Fe$_3$O$_4$/Fe bilayer (partially oxidized iron film) is rather complex in contrast to the magnetic remanence. It exhibits a fourfold magnetic anisotropy with overall eight maxima and additional spikes for MgO{100} directions. Here
the spikes again indicate magnetic hard directions with multi domain states. These directions agree with the hard directions concluded from the magnetic remanence of the bilayer. However, the coercive field plot shows the deepest minima in MgO⟨110⟩ directions which contradicts the remanence plot where the maxima, which define the magnetic easy axes, are also in MgO ⟨110⟩. The eight maxima are roughly ± 17° off magnetic hard directions.

Since the determination of the magnetic easy axes of the partially oxidized iron film is not obvious considering the contradicting results of the angular dependence of the coercive field and the magnetic remanence we carried out vectorial magnetometry based on MOKE as described earlier to investigate the reversal process of the magnetization vector in the bilayer. Therefore, the magnitude $M = \sqrt{M_x^2 + M_y^2}$ and the azimuthal rotation angle $\gamma = \arctan(M_x/M_y)$ of the in-plane magnetization vector are calculated with respect to the positive external magnetic field direction. We neglect the out-of-plane component $M_z$ due to the magnetic shape anisotropy. The magnetic field dependence of $M_x$ and $M_y$ were recorded for four special angular directions alpha chosen from the angular dependence of the coercive field of the bilayer. These are $\alpha = 135°$ (global minima, magnetic easy axis), $\alpha = 90°$ (spike, magnetic hard direction), $\alpha = 96°$ (minima next to the spike, 6° off magnetic hard axis), and $\alpha = 107°$ (one of the eight maxima). The obtained magnetization hysteresis curves and the calculated magnitude of the magnetization plotted versus the applied external magnetic field are depicted in Fig. 8.9.

All curves for $M_x$ (blue line) have the same Kerr rotation for the magnetic saturation of about 75 mdeg and a similar shape of the hysteresis loop. They vary slightly in the magnitude of the magnetic remanence and in the applied coercive field. The coercive field at $\alpha = 135°$ is distinctly smaller than the coercive fields of the other chosen directions eye.

The shape of the $M_y$ (red) curves varies distinctly for the different directions. At $\alpha = 135°$
Fig. 8.9: Magnetization curves of the Fe$_3$O$_4$/Fe bilayer for $M_x$ and $M_y$ for (a) magnetic easy axis, (b) magnetic hard axis, (c) $6^\circ$ off magnetic hard axis, and (d) at $\alpha = 107^\circ$.

nearly no $M_y$ component is detectable during the entire reversal process. This behavior is typical for a magnetic easy axis. For the other three directions a $M_y$ component is obtained which is strongest at $\alpha = 96^\circ$. The Kerr rotation of $M_y$ vanishes for the magnetic saturation and is largest near the coercive field where $M_x$ switches.

The magnitude $M$ (black dashed line) depending on the external magnetic field is also shown for the four sample alignment angles introduced above. The magnitudes overlap with their $M_x$ component if their $M_y$ component is small. The saturation values of the magnitude correspond to the saturation value of the $M_x$ component (both 75 mdeg), because in magnetic saturation the magnetization vector should be parallel to the external magnetic field. The magnitude is almost constant during the reversal process, however, sharp decreases are observed near the coercive fields of the $M_x$ component. The decreasing of the magnitude of the magnetization is related to the transition from magnetic mono-domain state into magnetic multi-domain state with different magnetization orientations. Thus, the resulting averaged magnetization vector is smaller in this case. At $\alpha = 135^\circ$ these sharp drops are deepest and weakest for $\alpha = 96^\circ$. The weaker the drops the larger is the $M_y$ component and vice versa. At $\alpha = 107^\circ$ these sharp drops are almost as deep as for $\alpha = 135^\circ$.

The reconstructed courses of the magnetization during the reversal processes of the magnetization are shown in Fig. 8.10 using polar plots for the four sample alignment angles $\alpha$. Here, $\gamma$ is the azimuthal rotation angle of the magnetization vector $M$, which is defined as the angle between sample magnetization and positive external magnetic field direction (cf. magnetization for saturation). The rotation direction of the net magnetization during the reversal process is counterclockwise for $\alpha = 90^\circ$ (magnetic hard axis). For the directions $\alpha = 96^\circ$ and $\alpha = 107^\circ$ the sense of the rotation is also counterclockwise except for the parts where the magnetization rotates backwards into the direction of the inverted external magnetic field. There is no certain sense of the rotation for $\alpha = 135^\circ$ (magnetic easy axis), since the magnetic moments rotate both clockwise and counterclockwise. Starting in satu-
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Fig. 8.10: Reversal process of the magnetization vector of the bilayer for (a) $\alpha = 135^\circ$ (magnetic easy axis), (b) $\alpha = 90^\circ$ (magnetic hard axis), (c) $\alpha = 96^\circ$ (6° off magnetic hard axis), and (d) $\alpha = 107^\circ$ (between magnetic easy and hard axis). The magnetization is plotted with respect to the rotation angle $\gamma$. The magnetic field is aligned in $\gamma = 0^\circ$ ($\gamma = 180^\circ$) direction. The yellow dashed lines indicate the magnetic easy axes. The position of the magnetization vector in magnetic saturation $M_s$ and in magnetic remanence $M_r$ is marked. In addition, for $\alpha = 90^\circ$ and $\alpha = 96^\circ$ the position of the magnetization vector $M_c$ at $M_x = 0$ ($\gamma = 90^\circ$) is shown.
tion, the magnetization rotates towards the closest magnetic easy axis with respect to the
direction of the external magnetic field if the external magnetic field is not applied exactly
in magnetic easy or magnetic hard direction. Thus, the magnetization for \( \alpha = 96^\circ \) rotates
counterclockwise because the next magnetic easy axis is at \( \gamma = 309^\circ \) or \( \gamma = 39^\circ \) (cf. Fig
8.10).
The reversal process of the magnetization vector can be explained using monodomain states
during saturation of the magnetization vector and multi domain states if the magnitude of the
magnetization vector decreases. This happens in two different situations. On the one hand,
multi domain states occur, when the net magnetization switches from one magnetic easy axis
to another magnetic easy axis. Here, the magnetic moments switch successively from one
to the other magnetic easy axis (90° or 180° domain states). During the switch half of the
moments are aligned in one magnetic easy direction, the other half in the second magnetic
easy direction. Thus, the net magnetization is reduced \(^{[60]}\). On the other hand, multi domain
states are present, when the external magnetic field is aligned parallel to a magnetic hard axis.
Reducing the external magnetic field strength in magnetic saturation the moments split up
in those that rotate clockwise and those that rotate counterclockwise (incoherent rotation).
Therefore, the net magnetic moment is again reduced and the magnetic frustration leads to
the formation of the spikes in the coercive field values.
During domain splitting phase in most cases the magnetic moments of the individual domains
are parallel to magnetic easy axes. The behavior of the magnitude of the magnetization for
\( \alpha = 135^\circ \) (magnetic easy axis), \( \alpha = 96^\circ \) (6° off magnetic hard axis), and \( \alpha = 90^\circ \) (magnetic
hard axis) has been studied earlier for a 7 nm single iron film by Kuschel et al. \(^{[60]}\).
Comparing their obtained reversal processes to the measured reversals here reveals similarities
and differences. The reversal process of the magnetic easy axis (\( \alpha \text{= 135}^\circ \), cf. Fig
8.10(a)) is the typical two-state behavior as also seen in Ref. \(^{[60]}\). The magnetization stays
in magnetic easy direction until the magnetic remanence. When the reversed magnetic field
reaches the coercive field value, the moments switch to the opposite magnetic easy direction
(180° domains). There is only one switch and the other perpendicular aligned magnetic easy
axis is not involved in the reversal process.
If the magnetic field is aligned 6° off the magnetic hard axis (\( \alpha \text{= 96}^\circ \), cf. Fig. cf. Fig
8.10(c)), a rectangular-like behavior is observed for the course of the magnetization vector in
the polar plot. While in Ref. \(^{[60]}\) two switches could be observed, here only one switch can be
detected as already seen from the magnitude vs. magnetic field curves in Fig. 8.9 having just
one dip at the coercive field position. So, the magnetic anisotropies and the resulting energy
landscape do not allow the magnetization to switch a second time, but to rotate towards the
reversed external magnetic field direction after pointing slightly to negative \( M_y \) values. The
rectangular-like course points to some magnetic domains rotating in the opposite direction
already from magnetic saturation on (slightly incoherent rotation), since a reversal process
with coherent rotation (all magnetic moments have the same rotation sense) has a square-like
course \(^{[60]}\). Thus, during the switch two major 90° domain types are present pointing into
the upper two magnetic easy directions, while two minor 90° domains point into the lower
magnetic easy directions.
The reversal process for magnetic hard direction (\( \alpha \text{= 90}^\circ \), cf. Fig. Fig 8.10(b)) gives again
the same picture as in Ref. \(^{[60]}\). The incoherent rotation of the magnetic moments having dif-
derent rotation senses results in an already reduced magnitude of the magnetization between
saturation and magnetic remanence. Since the net magnetization rotates counterclockwise, a
larger amount of magnetic moments rotate counterclockwise as well, while a minor amount
rotates clockwise. Therefore, the external magnetic field is not exactly aligned in magnetic hard direction, but should be close (± 1°). During the single switch four 90° domain states occur as described in detail in Ref. [60].

One type of reversal process can be observed which was not detected in Ref. [60]. This curve (for alpha=107°, cf. Fig 8.10(d)) consists of an initial almost coherent rotation followed by a 180° switch comparable to the reversal process in magnetic easy axis. The main difference is, that the 180° switch does not start/end at γ=0°/180°, but takes place 10° off these directions. Such kind of reversal processes needs more complicated energy landscapes and, therefore, additional anisotropy contributions as now tested by FMR.

8.6 Ferromagnetic resonance

Similar to the MOKE measurements, dynamic FMR measurements can be performed to characterize the angle-dependent behavior (in-plane and out-of-plane) of the bilayer. Therefore, at first the metallic and the fully oxidized iron film were characterized by FMR yielding the respective film properties of both components. Subsequently the film parameters were reemployed for the fitting of the coupling bilayer which enables the quantification of the exchange coupling constant $J_1$.

Numerical model

The resonance frequencies were fitted by numerically solving the resonance condition [63,111]:

$$\omega = \frac{\gamma}{M_S \cdot \sin \vartheta_0} \cdot \left[ F_{\theta \theta} F_{\varphi \varphi} - F_{\theta \varphi}^2 \right]^{\frac{1}{2}}.$$  \hspace{1cm} (8.1)

Here, $F_i = \frac{\partial F}{\partial x_i}$ is the derivative of the free energy $F$, $\vartheta$ ($\varphi$) the polar (azimuth) angle of the magnetization and $\vartheta_0$ the polar equilibrium angle of the magnetization. In the model, the free energy $F$ consists of the following contributions:

$$F = F_{\text{Zeeman}} + F_{\text{shape}} + F_{\text{crystal}}$$

$$F = -\mu_0 M_S H \sin \vartheta \sin \vartheta_H \cos (\varphi - \varphi_H) + \cos \vartheta \cos \vartheta_H$$

$$- \left( \frac{1}{2} \mu_0 M_S^2 - K_{2\perp} \right) \sin^2 \vartheta - K_{2\parallel} \sin^2 \vartheta \cos^2 (\varphi - \varphi_u)$$

$$- \frac{1}{2} K_{4\perp} \cos^4 \vartheta - \frac{1}{8} K_{4\parallel} \cdot [3 + \cos 4\varphi] \cdot \sin^4 \vartheta$$  \hspace{1cm} (8.2)

with the polar (azimuth) magnetization angle $\vartheta$ ($\varphi$) and $\vartheta_H$ ($\varphi_H$) the polar (azimuth) field angle and $K_{2\perp}$ ($K_{2\parallel}$) and $K_{4\perp}$ ($K_{4\parallel}$) the uniaxial and fourfold out-of-plane (in-plane) anisotropy constants, respectively. In case of the partially oxidized bilayer, an additional coupling contribution to the free energy $F$ needs to be considered. Therefore, the expression as an areal
density $\hat{F}$ becomes suitable

$$\hat{F} = \hat{F}_J + \sum_{i=1}^{2} t_i \left[ -\mu_0 M_{S,i} H \cdot \left( \sin \vartheta_i \sin \vartheta_H \cos(\varphi_i - \varphi_H) + \cos \vartheta_i \cos \vartheta_H \right) + F_{\text{crystal},i} \right]$$

(8.3)

with

$$F_{\text{crystal},i} = -\left( \frac{1}{2} \mu_0 M_{S,i}^2 - K_{2\perp,i} \right) \cdot \sin^2 \vartheta_i - K_{2\parallel,i} \cdot \sin^2 \vartheta_i \cos^2(\varphi_i - \varphi_H)$$

$$-\frac{1}{2} K_{4\perp,i} \cos^4 \vartheta_i - \frac{1}{8} K_{4\parallel,i} \cdot \left[ 3 + \cos 4\varphi_i \right] \cdot \sin^4 \vartheta_i$$

(8.4)

and

$$\hat{F}_J = -J_1 \frac{\vec{M}_1 \cdot \vec{M}_2}{M_{S,1} M_{S,2}} = -J_1 \left( \sin \vartheta_1 \sin \vartheta_2 \cos(\varphi_1 - \varphi_2) + \cos \vartheta_1 \cos \vartheta_2 \right)$$

(8.6)

and with the index $i$ representing each layer, $\vartheta_i$ ($\varphi_i$) the polar (azimuth) magnetization angle and $t_i$ the layer thickness. The direct exchange coupling was regarded by adding the coupling contribution $F_J$ with $J_1$ being the coupling constant.\[112\]

For a quantification of the exchange-coupling in the Fe$_3$O$_4$/Fe bilayer, characterizations of the single metallic iron and the completely oxidized iron films were carried out first serving as references. By means of FMR, angle- and frequency-dependent measurements were performed and magnetic parameters, as presented in Tab. 8.1, were obtained by the fitting of the resonance positions using Eq. (8.2).

The in-plane (easy axis) and out-of-plane frequency-dependencies of both materials are depicted in Fig. 8.11. Note that the out-of-plane measurement data of the single metallic iron film does also contain the not aligned mode, which cannot be described by the calculations. The not aligned mode arises from magnetization switching into the easy axis direction since the applied magnetic field is too weak.

For a firm description of the modes in the partially oxidized bilayer sample, exchange coupling and its effects on the FMR spectra need to be considered. Equivalently to coupling oscillators in mechanics, the measured resonances can be understood as either in-phase precession (acoustical mode) or anti-phase precession (optical mode) of the spins in either film. It is noted that the coupling becomes most relevant when the modes of the single films are of similar energy. The more the energies of the single-film modes differ, the lower the impact of

<table>
<thead>
<tr>
<th></th>
<th>$t$</th>
<th>$M_S$</th>
<th>$g_{\perp}$</th>
<th>$g_{\parallel}$</th>
<th>$K_{2\perp}$</th>
<th>$K_{2\parallel}$</th>
<th>$K_{4\perp}$</th>
<th>$K_{4\parallel}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>unit</td>
<td>nm</td>
<td>kA/m</td>
<td></td>
<td></td>
<td>kJ/m$^3$</td>
<td>kJ/m$^3$</td>
<td>kJ/m$^3$</td>
<td></td>
</tr>
<tr>
<td>iron</td>
<td>14</td>
<td>1706.2</td>
<td>2.09</td>
<td>2.07</td>
<td>55.5</td>
<td>15.0</td>
<td>51.0</td>
<td></td>
</tr>
<tr>
<td>magnetite</td>
<td>12.2</td>
<td>475.1</td>
<td>2.00</td>
<td>2.00</td>
<td>74.9</td>
<td>-1.1</td>
<td>15.0</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 8.1: Properties of the metallic and the completely oxidized iron film (magnetite). The magnetic quantities were obtained by FMR measurements. The values for $M_S$ were obtained using VSM.
Fig. 8.11: (Color online) Frequency vs. field dependencies of both metallic iron (red symbols) and completely oxidized iron (green symbols) with fits. The corresponding magnetic parameters gained by fitting are given in Tab. 8.1.

Fig. 8.12: (Color online) In-plane angular dependencies of the metallic iron film (red squares) and the completely oxidized iron film (green diamonds) as well as the optical and acoustical mode of the partially oxidized iron film with the respective fits. The optical (acoustical) mode of the coupled stack is represented by black circles (blue hexagons). The measured angular dependence of the acoustical mode reveals systematic deviations from the expected behavior with an additional easy axis coinciding with the optical modes’ easy axis.
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<table>
<thead>
<tr>
<th></th>
<th>tFe</th>
<th>tFe₃O₄</th>
<th>K₂┴-Fe</th>
<th>K₂┴-Fe₃O₄</th>
<th>K₄∥-Fe₃O₄</th>
<th>J₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>unit</td>
<td>nm</td>
<td>nm</td>
<td>kJ/m³</td>
<td>kJ/m³</td>
<td>kJ/m³</td>
<td>mJ/m²</td>
</tr>
<tr>
<td>value</td>
<td>16.1</td>
<td>29.1</td>
<td>30.6</td>
<td>54.3</td>
<td>23.5</td>
<td>0.64</td>
</tr>
</tbody>
</table>

**Tab. 8.2:** Parameters obtained by FMR measurements of the exchange coupled Fe₃O₄/Fe bilayer.

the coupling on the resonance position.

To describe the optical and acoustical mode of the exchange-coupled Fe₃O₄/Fe bilayer, all parameters from the pre-characterization (Tab. 8.1) were re-employed, except from the two-fold out-of-plane anisotropy \( K_{2\perp} \) and \( M_S \). In the bilayer, the additional interface between both films is present. This circumstance alters the surface anisotropies of the layers, which requires for an independent fitting of \( K_{2\perp} \) in case of the bilayer. Moreover, systematic deviations between measurement and theory revealed an enlarged fourfold in-plane anisotropy of the Fe₃O₄ layer in the bilayer sample. Hence, fits in Fig. 8.13 were obtained by adjusting \( K_{4\parallel}^{Fe₃O₄} \) (value provided in Tab. 8.2). To find the optimal values for \( K_{2\perp} \), \( K_{4\parallel}^{Fe₃O₄} \) and \( J_1 \), the quantities were fitted using the frequency-dependencies in in-plane and out-of-plane configuration. The resulting fits as well as the measurement data is illustrated in Fig. 8.13 and the values are provided in Tab. 8.2. Note that the not-aligned branch shows coupling effects, i.e. the splitting into optical and acoustical mode, as well.

A comparison of the angle-dependent measurement with the theory is illustrated in Fig. 8.12. The fit follows well the measurement data along the optical mode. However, the acoustical mode shows major deviations from the theoretically calculated resonance position around the hard direction (\( \varphi_H = 45^\circ, 135^\circ, 225^\circ, 315^\circ \)). Here, an additional pronounced easy direction is measured such that the hard directions are apparently shifted towards intermediate angles (\( \varphi_H = 22.5^\circ, 67.5^\circ, 112.5^\circ, 157.5^\circ \)).

This peculiar behavior is the only significant discrepancy between measurement and theory, which indicates, that further magneto-dynamic effects might play a role here. Standing spin-waves \([113,114]\), which are confined between the two surfaces of a thin film, might play an important role here related to this phenomenon. These spin-wave modes are also referred to as perpendicular standing spin-wave (PSSW) modes and are different from precessional modes, since they are having a defined vertical wave vector \( k = n(\pi + \delta)/d \) with \( n=1,2,... \) determined by the film thickness \( d \) and the pinning parameter \( \delta \). The frequency-field dependence can be calculated by \([115,116]\)

\[(\omega/\gamma)^2 = (\mu_0 H_{eff} + \mu_0 M_S + Dk^2) \cdot (\mu_0 H_{eff} + Dk^2)\]  \( (8.7) \)

with \( H_{eff} \) being the sum of the external field and the anisotropy field and \( D \) the exchange stiffness constant. The green lines in Fig. 8.13 indicate that the PSSW mode of the magnetite layer is very close to the acoustical mode, if \( \delta = 0 \) and \( D = 12 T nm^2 \) are selected according to the literature \([117]\). This circumstance makes an interaction between the acoustical coupling mode and the magnetite PSSW mode possible and candidate for the origin of the complex fourfold behavior. However, the above calculation can only be understood as an approximation, since the pinning parameter and the exchange stiffness constant are unknown for magnetite.
8.6. Ferromagnetic resonance

samples of such preparation technique. As Aragon et al. reported, the exchange stiffness constant is very sensitive to minor stoichiometric changes in the case of magnetite [117].

8.6.1 Eighth order magnetocrystalline anisotropy

We also propose another model to calculate the resonance field of all samples using also the formula of Smit et al. [63]. Like in the approach above, we initially sum up the different contributions of the free energy to obtain the total free energy density $F_{tot}$. However, instead of introducing a coupling contribution with a coupling parameter, we consider beside the fourth order [47] also the eighth order of the crystal anisotropy $F_{crystal}$. Here, we assume that the magnetization is always parallel to the applied external magnetic field ($\vartheta = 90^\circ$). In addition, we suppose that the acoustical mode corresponds to the magnetite film and the optical mode corresponds to metallic iron film of the bilayer. The contribution of the eighth order of the crystal anisotropy can be expressed as

$$F_8 = K_{8\parallel} \alpha_1^4 \alpha_2^4 + K_{8\perp} (\alpha_1^4 \alpha_3^4 + \alpha_2^4 \alpha_3^4)$$

$$= K_{8\parallel} \cos^4 \vartheta \sin^4 \varphi + K_{8\perp} \sin^8 \vartheta \cos^4 \varphi \sin^4 \varphi .$$  

Here, $\alpha_i$ denote the direction cosine regarding the crystal axis $i$ and $K_{8\parallel}$ and $K_{8\perp}$ are the anisotropy constants of the eighth order. The direction cosine in polar coordinates are given by $\alpha_1 = \sin \vartheta \cos \varphi$, $\alpha_2 = \sin \vartheta \sin \varphi$, and $\alpha_3 = \cos \vartheta$. Afterwards, we set in $F_{tot}$ in the resonance equation given by Smit and Beljers [63]. We solve this equation for $\mu_0 H$ and obtain a periodic expression to calculate the experimental measured resonance field. To simplify the calculation, we used the effective magnetization $M_{eff}$ instead of $M_S$. The effective magnetization $M_{eff}$ is defined by

$$\mu_0 M_{eff} = \mu_0 M_S + 2k_{2\perp} + 2k_{4\perp} - \frac{1}{2} k_{4\parallel} + \frac{3}{16} k_8 ,$$
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<table>
<thead>
<tr>
<th>film</th>
<th>(\omega) [GHz]</th>
<th>(g)</th>
<th>(\mu_0 M_{eff}) A/m</th>
<th>(K_{4\parallel}) kJ/m(^3)</th>
<th>(K_{8\parallel}) kJ/m(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>optical mode of the partially oxidized iron film</td>
<td>35</td>
<td>2.07</td>
<td>2.19</td>
<td>-44.2 (43.2)</td>
<td>5.0</td>
</tr>
<tr>
<td>acoustical mode of the partially oxidized iron film</td>
<td>35</td>
<td>2.00</td>
<td>0.71</td>
<td>-0.2</td>
<td>-12.7</td>
</tr>
<tr>
<td>metallic iron film</td>
<td>20</td>
<td>2.00</td>
<td>2.18</td>
<td>-57.3 (-54.4)</td>
<td>30.4</td>
</tr>
<tr>
<td>completely oxidized iron film</td>
<td>15</td>
<td>2.07</td>
<td>0.30</td>
<td>14.1 (15.2)</td>
<td>5.6</td>
</tr>
</tbody>
</table>

Tab. 8.3: Parameters obtained by FMR measurements of the Fe\(_3\)O\(_4\)/Fe bilayer (partially oxidized iron film) considering the 8th order of the magnetocrystalline anisotropy. The values for \(K_{8\parallel}\) with \(K_{8\parallel} = 0\) during the calculations are represented in brackets.

and the relative magnetic in-plane anisotropy constants \(k_{4\parallel}\) and \(k_{8\parallel}\) are given by \(k_{4\parallel} = K_{4\parallel}/M_S\) and \(k_{8\parallel} = K_{8\parallel}/M_S\). The values for \(g\) were taken over from the previous calculations. Thus, \(\mu_0 H\) is besides the azimuthal sample angle \(\phi\) a function of the relative magnetic in-plane anisotropy constants \(k_{4\parallel}\), \(k_{8\parallel}\), and the effective magnetization \(M_{eff}\). The results of this calculation are included in Fig. 8.14 as black curves and the parameters are listed in Tab. 8.3. The calculations fit closely to the measured resonance fields. Comparing the obtained anisotropy constants \(K_{4\parallel}\) and \(K_{8\parallel}\) for Fe\(_3\)O\(_4\) layer (acoustical mode) we find that the \(K_{4\parallel}\) of the acoustical mode is almost zero. Thus, the \(K_{8\parallel}\) of the acoustical mode is much larger and determines the shape of the resonance field and causes the eightfold anisotropy. Although the \(K_{8\parallel}\) is not zero in the other cases, it has only a small influence on the resonance field and is superimposed from the fourth order. Thus, the eighth order contribution can only be observed if the fourth order contribution is small. The reduction of the \(K_{4\parallel}\) of the acoustical mode (magnetite film) of the bilayer to almost zero is probably due to the coupling to the optical mode (iron film). If we consider the \(K_{4\parallel}\) of the single metallic iron film and the single magnetite film, we notice that the \(K_{4\parallel}\) of iron film is larger than the \(K_{4\parallel}\) of the magnetite film. In this case, the \(K_{4\parallel}\) of the iron film superimpose the \(K_{4\parallel}\) of the magnetite film. We have also calculated \(K_{4\parallel}\) for \(K_{8\parallel} = 0\) for all films except for the acoustical mode of the bilayer. In this case, the values for \(K_{4\parallel}\) and the goodness-of-fit (not shown) are hardly affected confirming the small influence of the eight order of the magnetocrystalline anisotropy.

8.7 Summary

We prepared a single metallic iron film, a Fe\(_3\)O\(_4\)/Fe bilayer, and a single magnetite film by oxidizing previously grown Fe films on MgO(001). The stoichiometry of the iron oxide films corresponds to magnetite as proven by XPS. The structural analysis by XRD reveal that though the magnetite films are crystalline, they have inhomogeneous thicknesses. The Magnetization curves of the bilayer measured by MOKE exhibit a magnetic saturation which is comparable to the magnetic saturation of the single metallic iron film. However, the coercive field is higher compared to the metallic iron film due to the high interface roughness. Considering the coercive field as a function of the sample rotation \(\alpha\) the bilayer exhibits
8.7. Summary

Fig. 8.14: Angular dependence of the in-plane resonance field of the 16.2 nm iron film (magenta) and the 29.1 nm iron oxide film (blue) of the Fe$_3$O$_4$/Fe bilayer. Maxima indicate magnetic hard directions, minima point to magnetic easy directions.

complex fourfold anisotropy with eight maxima. The angular dependence of the magnetic remanence features only simple fourfold anisotropy with easy axes in ⟨110⟩ directions of MgO(001). The magnetic easy axis of the magnetic in-plane anisotropy of the completely oxidized iron film is rotated by 45° compared to magnetite films grown directly on MgO as already observed in Ref. [98].

Vector MOKE analysis displays that the magnetic reversal processes of the bilayer are similar to single iron films. Thus, the bilayer exhibits mostly the magnetic properties of a single iron film with magnetic easy axis in ⟨110⟩ directions of MgO(001) and a high saturation magnetization. A magneto-dynamic investigation of the exchange-coupling Fe$_3$O$_4$/Fe bilayer system was carried out to yield all relevant magnetic parameters, such as anisotropies, as well as the coupling constant $J_1$. Here, also a complex fourfold magnetic anisotropy was observed at the acoustical mode of the bilayer, which might be due to a coupling of a perpendicular spin-wave mode in the magnetite layer with the acoustical coupling mode. We also successfully calculate the angular dependencies of the resonance fields of all films considering the eighth order of the magnetocrystalline anisotropy. However, the reason of the complex behavior of the angular dependence of the coercive field is still unknown and needs further investigations.

In this case, the angular dependence of the coercive field is not viable to determine the magnetic easy or hard directions of the film. Here, the angular dependence of the remanence should be considered to determine the magnetic easy axis of the bilayer, which are in ⟨110⟩ directions of MgO(001). The optical mode of the bilayer measured by FMR conforms this results. Nevertheless, this bilayer provides interesting properties for application in MTJs due to its enhanced magnetic properties like coercive field and remanence.
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In this thesis the influence of different growth conditions on the structural and the magnetic properties of magnetite were analyzed. Therefore, ultrathin Fe$_3$O$_4$ films were grown on MgO(001) substrates, on NiO, and on Fe pre-covered MgO(001) substrates.

In the first part of this thesis magnetite films with different film thicknesses were deposited directly on MgO by RMBE to investigate the thickness dependence of the anomalous strain and the in-plane magnetic anisotropy. Surface sensitive methods like XPS and LEED have shown that all films in the investigated thickness range are stoichiometric and epitactic magnetite. Bulk sensitive XRD experiments at the specular rod point to well-ordered films with homogenous film thickness indicated by the distinct Laue oscillations. However, the vertical layer distances are smaller than expected even for strained magnetite. Raman measurements were carried out to clarify this contradiction between surface sensitive and bulk sensitive measurements. While the 20 nm and 30 nm films exhibit the typical bands for magnetite, no distinct bands can be observed for the 7.6 nm film. Due to this results we first assume a partial formation of a thin maghemite layer on top of the uncapped magnetite film under ambient conditions. Nevertheless, additional XPS measurement exclude the complete oxidation of magnetite to maghemite since there is no significantly increased Fe$^{3+}$-signal visible. Thus, the low vertical layer distance can be attributed to the presence of APBs causing an anomalous strain relaxation as reported in literature. Although all films feature ferromagnetic behavior there are differences in the characteristic of the magnetic in-plane anisotropy. The 7.6 nm film has an in-plane magnetic isotropy while the 20 nm and 30 nm film have an in-plane fourfold magnetic anisotropy. Here, the fourfold magnetic anisotropy is stronger for the 20 nm magnetite film than for the 30 nm film. The critical film thickness for the transition from magnetic isotropy to magnetic fourfold anisotropy may be influenced by film thickness and lattice strain induced by the substrate.

The second part of this thesis features the thickness dependence of the structural quality of Fe$_3$O$_4$/NiO bilayers. Each film of the Fe$_3$O$_4$/NiO bilayer on MgO(001) have been successfully grown by RMBE. LEED and XPS experiments have proven that the surface near regions of the distinct films have high structural and stoichiometric properties. Here, too, the detailed ‘bulk’ structural characterization of Fe$_3$O$_4$/NiO bilayers were carried out using XRD. It was shown that the Fe$_3$O$_4$ films grow homogeneously and smoothly on NiO films if the NiO film thickness is below 24 nm. Above this NiO film thickness the structural quality of the magnetite films gets distinctly worse. This behavior can be attributed to the fact that the interface roughness between NiO and Fe$_3$O$_4$ depends on the NiO film thickness. The roughness of the 3 nm NiO film is rather small and it is rising obviously with increasing NiO film thickness. Thus, the structural quality of the magnetite films grown on 30 nm NiO films is constantly reduced with increasing magnetite film thickness since the quality of the Fe$_3$O$_4$ films is influenced by the quality of the Fe$_3$O$_4$/NiO interface.

In the third study the influence of initial iron buffer layers on the magnetic properties of magnetite grown on MgO(001) substrates has been investigated. In situ XPS and LEED indicate
that the structural and stoichiometric properties of the surface near region of the magnetite films are not influenced by the iron buffer layer. However, the structural and magnetic properties of the whole film have changed compared to magnetite grown directly on MgO as shown by XRD and MOKE. The crystalline quality is poor and the magnetic easy axis of the magnetic in-plane anisotropy is rotated by 45° compared to magnetite films grown directly on MgO. Both crystalline quality and the rotation of the magnetic in-plane anisotropy show no dependence on the film thickness. However, the strength of the magnetocrystalline anisotropy decreases with increasing film thickness. XPS and XRD measurements have indicated that the iron buffer layer is completely oxidized during the second growth stage of the magnetite. The small Kerr rotation in the MOKE experiments of the samples with film thicknesses up to 28 nm confirms this result since a remaining iron film would cause a higher Kerr rotation. In the last part of this thesis the structural and magnetic properties of a partially oxidized, a completely oxidized and a metallic iron film are analyzed. The partially oxidized iron film is a bilayer with a metallic iron film and an iron oxide film. The surface near stoichiometry of both oxidized iron films correspond to magnetite as proven by XPS. The structural analysis by XRD reveals that though these magnetite films are crystalline, they have an inhomogeneous thickness. The magnetization curves of the partially oxidized film (bilayer) measured by MOKE exhibit a magnetic saturation which is comparable to the magnetic saturation of the single metallic iron film. However, the coercive field is higher compared to the single metallic iron film due to the high interface roughnesses. Considering the coercive field as a function of the sample rotation α the bilayer exhibits a fourfold anisotropy with eight maxima. However, the angular dependence of the magnetic remanence features a simple fourfold anisotropy with easy axes in ⟨110⟩ directions of MgO(001). Vector MOKE analysis displays that the magnetic reversal processes of the bilayer are similar to single metallic iron films. Thus, the bilayer exhibits mostly the magnetic properties of a single iron film. The bilayer has the same magnetic easy axis and a similar magnetic saturation. The magnetic easy axis of the magnetic in-plane anisotropy of the completely oxidized iron film is rotated by 45° compared to magnetite films grown directly on MgO as already observed in Ref. [98]. The completely oxidized iron film exhibits also a significantly increased coercive field due to high surface roughness.

A magneto-dynamic investigation of the exchange-coupling of the Fe₃O₄/Fe bilayer system was carried out to yield all relevant magnetic parameters, such as anisotropies, as well as the coupling constant \( J_1 \). Here, also a complex fourfold anisotropy was observed, which might be due to a coupling of a perpendicular spin-wave mode in the magnetite layer with the acoustical coupling mode. We have also successfully calculated the angular dependence of the resonance field of all films using the eighth order of the magnetocrystalline anisotropy. Although we have applied many measurement methods, we have found no explanation for the complex fourfold angular dependence of the coercive field of the bilayer. Nevertheless, this bilayer provides interesting properties for application in MTJs due to its enhanced magnetic properties like complex fourfold magnetic anisotropy and higher coercive field and remanence. All in all, we have shown that the structural and magnetic properties of magnetite films are strongly influenced by interlayers between film and substrate. While magnetite films directly deposited on MgO exhibit a homogeneous film thickness, both NiO interlayers with a thickness above 24 nm and initially grown iron films deteriorate the structural quality of the on top grown magnetite films. In addition, the magnetic fourfold anisotropy is rotated by 45° in comparison to magnetite films grown directly on MgO for the structurally disturbed magnetite on iron pre-covered MgO substrates. Here, further investigations are necessary to under-
stand why this anisotropy rotation occurs and how we can improve the structural quality of magnetite on iron and NiO. The growth of magnetite by oxidizing previously deposited iron films leads to crystalline magnetite films but with inhomogeneous film thicknesses. In case of a Fe$_3$O$_4$/Fe bilayer, the magnetic properties are drastically changed due to the magnetic coupling between the iron and the magnetite film.

In this study, we used solely MgO substrates which are modified by additional layers. Further investigation should focus on the growth of magnetite on other substrates like SrTiO$_3$(001) (perovskite structure), Al$_2$O$_3$(0001) (corundum structure), and MgAl$_2$O$_4$(001) (spinel structure) as already shown in literature [118–122]. SrTiO$_3$(001) and Al$_2$O$_3$(0001) substrates have a distinct smaller lattice constant than magnetite resulting in a large lattice misfit of 7.5% and 8%, respectively. Thus, a high strain could be induced in magnetite films grown on SrTiO$_3$(001) and Al$_2$O$_3$(0001) substrates and leads to altered structural and magnetic properties of the film [118]. MgAl$_2$O$_4$(001) has a similar lattice constant to magnetite (lattice misfit 4%) and crystallizes also in spinel structure. Thus, the formation of APBs could be reduced, which might have a huge impact on the magnetic properties of magnetite films. Here, it would be also interesting to know how additional interlayers on SrTiO$_3$, Al$_2$O$_3$ and MgAl$_2$O$_4$ influence the properties of the on top grown magnetite.
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